Representational drift across the macaque ventral stream does not affect all
timepoints and stimuli alike: first evidence for a sequence of three different, yet
comparatively stable clusters in V4.
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Neural representations supporting stable behavior have
been shown to drift on the timescale of days to weeks.
With some exceptions, most studies investigating this
phenomenon analyze populations of single neurons in
mice. Here, we add to the growing evidence for rep-
resentational drift by showing that the phenomenon is
also found in LFPs recorded from the ventral stream of
a macaque monkey during a passive object viewing task.
Additionally, we show that as representations evolve over
the trial time course, the main axes of the representa-
tional geometry are relatively stable, suggesting that drift
is not uniform over time and stimuli.
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Introduction

Understanding the neural representations that underlie sta-
ble perception and behavior is a longstanding effort in neu-
roscience. Recently, it has been shown that even when an
animal’s behavior is constant, neural representations relevant
to these behaviors continue to change on the timescale of
days to weeks (Driscoll, Pettit, Minderer, Chettih, & Harvey,
2017). This phenomenon is termed representational drift, and
is most commonly studied at the level of populations of single
neurons in mice (Driscoll et al., 2017; Marks & Goard, 2021;
Schoonover, Ohashi, Axel, & Fink, 2021) (with notable excep-
tions (Pinotsis & Miller, 2022; Roth & Merriam, 2023)).
Adding to this, we present a case study of representational
drift in local field potentials (LFP) from two regions of the
macaque ventral stream (V4, TEp) during a passive object
viewing task. We find drift in both studied recording sites.
Additionally, we differentiate neural responses over the
trial time course, showing that, consistent with prior work
(Kietzmann et al., 2019) the geometry of neural responses
changes over the trial time course. At times where neural re-
sponses form distinct geometries, subsets of stimuli that clus-
ter together are more stable, while responses to the same
stimuli drift substantially at other points in their trajectory.

Results

Stimulus identity can be decoded in all sessions. Linear
Support Vector Classifiers (SVC) trained on individual session
data perform similarly well across sessions (Fig 1A, V4: u=
0.216,p > 0.05, TEp: u = 0.288,p > 0.05), indicating that
stimulus identity information is consistently present.

Decoding accuracy decreases with time between train-
ing and test session. Testing classifiers on other sessions
leads to decreased performance as a function of days be-
tween sessions (Fig 1B, p < 0.001 in both areas, permutation
tests). This suggests that neural responses to stimuli system-
atically ’drift’ over sessions, resulting in lower cross-decoding
performance compared to within-session decoding.

The correlation of neural responses to the same stimulus
decreases with distance between sessions. The repre-
sentational drift index (RDI) (Marks & Goard, 2021) can be

computed separately for each stimulus and provides a com-
plementary perspective to cross-decoding. It quantifies rep-
resentational drift for a stimulus as the drop in correlation of
responses over sessions, normalized by within-session noise.
In agreement with our decoding results this measure also in-
dicates drift in both V4 (p < 0.001, permutation test) and TEp
(p < 0.01, permutation test) (Fig 1C).

Neural responses are reliable at multiple time points with
distinct signal geometries. Within session reliability peaks
at multiple times in V4 (80ms, 115ms, 175ms) and TEp
(130ms), indicating stimulus-relevant information is available
at these moments. However, decoding performance for stim-
ulus identity shows only a single peak. Representational
dissimilarity matrices (RDMs) (Kriegeskorte, Mur, & Bandet-
tini, 2008) computed at peak reliability times reveal qualita-
tive differences, suggesting distinct representational stages
(Kietzmann et al., 2019), that provide varying information
about stimulus identity (Fig 1D). Hierarchical clustering of the
RDMs at different times reveals clusters with different stimuli
and structures.

The main clusters in RDMs at different times are relatively
stable. We assess the stability of representational geometry
by computing the standard deviation over session-wise RDMs
at three time points. Distances between stimuli within and
between the main clusters are relatively constant over ses-
sions (low standard deviation), while distances to other stim-
uli are more variable. Stimuli in the main clusters show little
drift across sessions (low RDI, Fig 1F, top), and high reliabil-
ity within sessions (Fig 1F, bottom). However, these stimuli
exhibit varying reliability and drift at other times in the neural
trajectory.

These results suggest that neural responses do not drift
uniformly, but that different features are prominent at distinct
times during the neural trajectory. Responses aligned with
these features remain relatively stable when they are most
salient.

Conclusion

We find drift in LFPs in macaque V4 and TEp during a natural
object viewing task. The extent of this drift differs over both
stimuli and the neural time course, potentially providing insight
into the stability of different neural processes that unfold over
time.

Method

Experiment & Data In each experimental session a
macaque repeatedly viewed a set of 92 objects on gray back-
grounds (Kriegeskorte et al., 2008). Stimuli were presented
in an RSVP paradigm for 250ms each while the monkey was
tasked to fixate in the center of the image. The experiment
was repeated for 9 sessions over approximately 100 days.
Data was recorded from two Utah arrays in V4 (45 chan-
nels) and TEp (64 channels). Recordings are filtered between
0.1Hz and 60Hz.
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Figure 1: A: Average (82-way) session-wise decoding performance in the fwhm interval. B: Cross-decoding performance aver-
aged over the decoding fwhm interval. C: RDI per recording site. Computed every 5ms and averaged over the decoding fwhm
interval. D: grand average ERP per recording site (top), reliability averaged over stimuli and sessions (middle) and decoding
time courses averaged over sessions. Shaded areas indicate fwhm intervals. (bottom). E: Average session-wise RDMs for time
points in V4 sorted with hierarchical clustering. (top), and standard deviation over sessions (bottom). F: Average RDI slope (top)
and within-session reliability (bottom) for stimuli that form clusters at different time points.

We follow the method described in (Kietzmann et al., 2019)
for pre-processing: Noisy channels are rejected if variance in
the baseline interval deviates more than three standard devia-
tions from the median over all channels in the same recording
site. Noisy trials are removed with Autoreject (Jas, Engemann,
Bekhti, Raimondo, & Gramfort, 2017), without interpolation.
All pre-processing is performed separately for each recording
session and recording site and channels that are rejected in
any session are excluded from all sessions. Trials that are
identified as outliers in one recording site are rejected in both
arrays.

Finally, all stimuli with less than three trials in any session
after pre-processing are excluded from the analyses. The fi-
nal dataset contains 82 unique stimuli. All presented anal-
yses are conducted on the residual signals after subtracting
the session-wise ERP for each channel.

Decoding Decoding analyses use SVCs with linear kernels
trained separately for each session and time bin (steps of
5ms). Regularization parameter C is chosen by stratified
cross validation (3 folds). Results in Fig 1A and B are av-
erages over the full width at half max (fwhm) interval for each
array (shaded areas, Fig 1D). Sessions where the mean de-

coding performance in the fwhm interval is more than 1.5 stan-
dard deviations from the median are excluded from all anal-
yses (seven sessions remain). For cross-decoding, we refit
each SVC on all data from a single session with C chosen by
cross validation.

Representational Drift Index We quantify the per stimulus
change in neural response with the representational drift index
(RDI), introduced by (Marks & Goard, 2021). Due to the low
number of repeats for each stimulus in a session we perform
repeated sampling instead of split half estimates.

Reliability Reliability is computed as the oracle correlation:
For each stimulus and session we repeatedly correlate each
trial with the average over the remaining n-1 trials.

Stimulus Response Geometry RDMs are computed per
session, repeatedly sampling two trials per stimulus that are
averaged to compute one sample RDM. All RDMs are com-
puted using correlation distance. Hierarchical clustering is
performed based on average distance. Threshold distance for
forming flat clusters is 0.4. Singleton clusters are discarded.
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