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Abstract
Complex natural sounds such as speech contain many
different types of information, but recognizing these dis-
tinct information sources is computationally challenging
because sounds with shared information differ widely in
their acoustics. For example, variation across talkers
makes it challenging to recognize the identity of a word,
while variation in the acoustics of different words makes
it challenging to recognize talker identity. How does the
human auditory cortex disentangle word identity from
talker identity such that each type of information can be
coded invariant to acoustic variation all other information
sources? To address this question, we measured neural
responses to a diverse set of 338 words spoken by 32 dif-
ferent talkers using spatiotemporally precise intracranial
recordings from the human auditory cortex. We devel-
oped a simple set of model-free experimental metrics for
quantifying representational disentangling of word and
talker identity, both within individual electrodes as well
as across different dimensions of the neural population
response. We observed individual electrodes that show a
representation of words that is partially robust to acous-
tic variation in talker identity, but no electrodes or brain
regions showed a robust representation of talker identity.
However, at the population level, we observed distinct di-
mensions of the neural response that nearly exclusively
reflected either words or talker identity, and were com-
pletely invariant to acoustic variation in the non-target di-
mension. These results suggest that while there is par-
tial specialization for talker-robust word identity in local-
ized brain regions, robust disentangling is accomplished
at the population level with distinct representations of
words and talker identity mapped to distinct dimensions
of the neural code for speech.
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Sounds in the natural environment contain many different
types of information, but extracting this information from the
waveform that reaches the ear is challenging because sounds
with shared information vary enormously in their acoustics.
For example, the same word spoken by different talkers can
vary widely in its acoustic properties, and utterances from the
same talker can vary substantially depending on the word spo-
ken. For successful communication, the brain must there-
fore “disentangle” these different types of information, such
that each can be recognized “invariant” to acoustic differ-
ences in other dimensions (Figure 1). Representational dis-
entangling has been extensively studied in the visual system
(Cavanagh, 1978; DiCarlo & Cox, 2007), but less is known
about how the human auditory cortex solves this challenge.
Much of the relevant research in the auditory system has
been conducted using animal models (Heller, Hamersky, &
David, 2024; de la Mora & Toro, 2013; Petkov, Logothetis, &
Obleser, 2009) or non-invasive human neuroimaging methods
(Anderson, Davis, & Lalor, 2024). But non-human animals
lack the speech-specific mechanisms present in the human

auditory cortex (Landemard et al., 2021) and non-invasive
methods lack the spatiotemporal precision to track rapidly
varying speech structures (e.g., words). As a consequence,
many open questions remain about how speech information
is disentangled in the human auditory cortex.

One hypothesis is that anatomically localized brain regions
specialize in coding word identity or talker identity. For ex-
ample, prior studies have suggested that there are localized
neural populations tuned for speech content (e.g,. phonemes)
or voice identity (Yi, Leonard, & Chang, 2019). Alternatively,
word identity and talker identity may represented by distinct
dimensions of the neural code at the population level instead
of in localized neural populations. To test these hypotheses,
we used spatiotemporally precise intracranial recordings and
novel experimental paradigms and methods to study repre-
sentational disentangling in the human auditory cortex, and
computational methods to measure invariance both in individ-
ual electrodes and at the population level.

Figure 1: Schematic illustrating an entangled vs. disentangled
representation of word and talker identity (see text for details).

Partially invariant representations of word
identity in individual electrodes

We measured human cortical responses (broadband gamma
power, 70-140 Hz) from 17 epilepsy patients, implanted with
stereotactic depth electrodes at the University of Rochester
and the University of Iowa. We measured responses to 338
words (“segments”) spoken by 32 different talkers and se-
lected 167 electrodes with a reliable response to sound.

If there is a representation of word identity that is invari-
ant across different talkers, then there should be a time lag
where the neural response to a word is the same across dif-
ferent talkers (i.e., Jim vs. Kim speaking “dog”). Similarly, a
word-invariant talker representation should produce the same
response if two different words are spoken by the same talker
(i.e., Jim speaking “cat” vs. “dog”). We developed a simple,
time-varying metric to quantify this idea. Specifically, we mea-
sured the response timecourse aligned to the onset of each
word, yielding a [word, time] matrix (D). To measure talker-
invariant word representations, we computed a second data
matrix (Dtalker-swap), in which we shuffled the word axis of the
data matrix, such that each row contains the neural response
to the same word as D, but spoken by a different talker. We
then correlated the columns of D and Dtalker-swap separately
for each time lag, which we refer to as the invariant correla-
tion (IC). If the response to a word is the same across different



talkers, the IC will be 1 in the absence of noise, while if the re-
sponse to words is uncorrelated across talkers the IC will be 0,
providing a graded metric of invariance. To account for noise,
we performed the same calculation using two instances of
the identical word measured in independent data, which pro-
vides a ceiling for the IC (ceiling correlation, CC. To measure
word-invariant talker representations, we computed the IC by
swapping the word identity, but preserving the talker identity
(Dword-swap) (i.e., Jim speaking “cat” → Jim speaking “dog”).
To ensure that our metrics only reflect the target word/talker
and not what came before or after, we measured responses to
words presented in a natural sentence, as well as a sequence
of words in a random order. We computed D using responses
to the sentences and Dword-swap, Dtalker-swap using responses
to the random word sequence. Because what came before
or after the target word/talker is independent between the two
sequences, any reliable non-zero correlation must reflect the
target word/talker. Our metrics, therefore, provide a clean and
dynamic measure of the strength of invariance over time rela-
tive to the onset of a target word or talker.

We found many electrodes for which the IC was near zero
for both types of invariance (data not shown due to space lim-
itations), underscoring the computational challenge of repre-
sentational disentangling. To test if we could reliably find any
electrodes with invariant representations of talkers or words,
we start by selecting electrodes with an average CC > 0.025
(between 100-500 ms; n ≈ 50) and then selected the top 10%
of those electrodes with the highest IC/CC ratio for each met-
ric (averaged between 100-500 ms); we then re-measured our
metrics in independent data to avoid bias/circularity. This anal-
ysis revealed a small set of electrodes that showed a repre-
sentation of words that was partially invariant to talkers, as
evidenced by an IC that was approximately half that of the
CC (Figure 2A). However, word-invariant representations of
talkers were very weak, even in those electrodes that were
selected to show the strongest invariance (Figure 2B).

Full disentangling in the neural population

We next investigated whether there existed distinct dimen-
sions of the neural population response that show an invari-
ant representations of words and talkers (Fig 1). Specifically,
we attempted to learn a projection of the neural response
(weighted sum of electrodes) that showed an invariant rep-
resentation of words or talkers. We found that standard meth-
ods such as regularized linear discriminant analysis were inef-
fective at learning invariant dimensions (data not shown) and
thus designed customized loss function explicitly designed to
search for invariant response dimensions (equation 1). The
first term in the loss is the average squared difference be-
tween the IC and CC, which will be 0 if the dimension’s re-
sponse is invariant. Because the IC and CC will also be 0
if the response is unreliable, we included a second term that
reflects the overall reliability (r) of the response across two
presentations of the same stimulus. The third term is the vari-
ance of the response timecourse across all stimuli (v), which

Figure 2: A. Invariant correlation (IC, red curve) and ceiling
correlation (CC, blue curve) averaged across the most word-
invariant electrodes (n = 5). Metrics re-measured in indepen-
dent data for plotting. B. The most talker-invariant electrodes
(n = 5) do not show strong invariance (IC < CC). C & D. Com-
ponent analyses pool across electrodes to uncover strongly
word-invariant (C) and talker-invariant (D) responses.

acts a classic regularizer (analogous to an L2 penalty) that en-
courages the learned dimension to have high variance. The
second and third term have hyper-parameters (α,β) that con-
trol their influence and we took the log of the first and third
term to ensure they did not dominate the loss:

log∑
t
(CCt − ICt)

2 −αr−β logv (1)

To prevent overfitting and ensure generalization, we used
a train/test/validation split, splitting across the word axis ( 1

3
of words/fold). We used train data to learn the electrode
weights, validation data to select the hyperparameters (α,β),
and test data to measure the invariance of the learned projec-
tion (given the optimized weights and hyperparameters). The
hyperparameters were selected using a grid search as those
parameters which yielded the highest IC/CC ratio in validation
data, excluding parameters where the ratio had high variance
(measured using bootstrapping across words).

We found that this analysis was strikingly successful in that
we were able to find dimensions that only reflected words or
talkers and were completely invariant to the other dimension
(Figure 2C and 2D), far surpassing the levels of invariance we
observed in single electrodes (Figure 2A and 2B). This indi-
cates that the auditory cortex is able to perform representa-
tional disentangling, but that this disentangling is performed
at the population level and not in individual electrodes.
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