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Abstract
The standard approach to testing image quality models
with deep architectures is through correlation with hu-
man opinion of distortions typically found in digital me-
dia. RAID-database presents a more human way of test-
ing distorted images with affine transformations that are
the ones found in nature. We have selected 6 image
quality metrics (2 convenient references and 4 state-of-
the-art) to test their alignment with human behavior with
the same psychophysical method: Maximum Likelihood
Difference Scaling. Although perceptual metrics are de-
signed to predict human perception, we found that none
of them accurately replicate human response curves for
the three proposed affine transformations. Specifically,
we analyzed the ranking regard human responses to dif-
ferent images within the same distortion, the ranking with
regard human sensitivity of single images when different
affine distortions are applied, and the shape of the MLDS
response curve.
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Introduction
Typically, subjective image quality models have been evalu-
ated according to their ability to correlate with human opinion
(Zhang et al., 2018) in databases containing a wide range of
generic distortions (Ponomarenko et al., 2015). One limita-
tion of assessing model performance in this way is leaving out
other important phenomena within human vision (Martinez,
Bertalmı́o, & Malo, 2019; Alabau-Bosque et al., 2024). RAID-
database presents human responses obtained using the Max-
imum Likelihood Difference Scaling method (Maloney & Yang,
2003), a classical method in psychophysics. The transforma-
tions used in RAID-database are Gaussian noise and affine
transformations, that are the ones that can be found in nature:
rotation, translation and scaling. In this work, 5 reference im-
ages from RAID-database are used to test models and evalu-
ate their performance compared to humans. This comparison
can be made in terms of shape, response range and depen-
dence on the reference images.

Methods
Five reference images from RAID-database and their human
responses were selected to evaluate the sensitivity curves of
6 image quality models (RMSE, SSIM (Wang et al., 2004),
LPIPS (Zhang et al., 2018), DISTS (Ding et al., 2020), Per-
ceptNet (Hepburn et al., 2020), and PIM (Bhardwaj et al.,
2021)). As in RAID-database, the MLDS method was applied
to the models obtaining response curves from 0 to 1. In hu-
mans, the curves are scaled with the internal noise obtained

in the measurements. As models do not have internal noise,
the curves were scaled to the distance between the reference
image and the most distorted one for each image and model.

Results
Figure 1 shows the results obtained by the models and the
human responses. On the top, the reference images are dis-
played with different colors according to the color curves. First
row shows the human response from RAID-database and the
other six rows are the response curves of the different models.
Columns are the four transformations (Gaussian noise, rota-
tion, translation, scaling). It is clear visually that none of the
perceptual models (neither the RMSE) are aligned with human
responses.Next, we provide numerical comparison compar-
ing each model with the human responses in three different
ways: the ordering inside each plot (intra-distortion), the or-
dering with regard other distortions (inter-distortion), and the
shape of the curve.

Table 1 results for the ordering inside each plot. In par-
ticular, provides the Spearman correlation for the maximum
values of the curves between each model and the human re-
sponse for each distortion. No model correlates with humans
in a statistically significant way. However, models perform bet-
ter when dealing with Gaussian noise and Scaling, where all
the correlations are positive. The best model is DIST, although
the correlations for rotation and translation small.

Table 1: Intra-distortion evaluation: Spearman correlation of
each models prediction with humans predictions for each dis-
tortion.

All Gaussian Noise Rotation Translation Scaling
MODELS Corr p-val Corr p-val Corr p-val Corr p-val Corr p-val
RMSE -0,06 0,81 0,60 0,35 -0,90 0,08 0,30 0,68 0,30 0,68
SSIM -0,09 0,70 0,80 0,13 -0,60 0,35 -0,50 0,45 0,50 0,45
LPIPS 0,10 0,66 0,80 0,13 -0,90 0,08 0,30 0,68 0,70 0,23
DISTS 0,28 0,23 0,70 0,23 -0,20 0,78 0,20 0,78 0,80 0,13
PerceptNet -0,02 0,95 0,70 0,23 -0,70 0,23 0,30 0,68 0,30 0,68
PIM 0,25 0,29 0,80 0,13 -0,90 0,08 0,40 0,52 0,60 0,35

Results analyzing the behavior among distortions is pre-
sented in Table 2. It provides, the average correlations (or-
dering rank) for each image across all distortions between the
models and the humans. Results indicate that there is no cor-
relation between human responses and any of the models in
this case. The best model is RMSE with an average correla-
tion of 0.32, but a huge standard deviation of 0.41.

Finally, we analyze the difference in the curve shape. Table
3 shows the average absolute differences (L1 norm) between
the curves shapes for models and humans. To remove the
scaling effect, we normalized each curve by its maximum be-
fore computing the difference. In this case the models get a
reasonable shape for the affine transformations (which are al-



Figure 1: Tested images (top) and MLDS curves of the humans (top) and 6 models (rows) for the different distortions (columns).

Table 2: Inter-distortion evaluation: Average and standard de-
viation of the Spearman correlation between each model and
human predictions for each image.

RMSE SSIM LPIPS DISTS PerceptNet PIM
0,32 (0,41) 0,16 (0,57) 0,32 (0,50) 0,20 (0,49) 0,08 (0,52) 0,16 (0,54)

most linear), and the interesting part is in the Gaussian noise,
where only PIM gets an error smaller than 10%.

A one-way ANOVA test was applied to determine whether
the differences between groups were statistically significant
(results not shown). Then a Tukey-Kramer post-hoc test was
used to identify which specific pairs of groups showed statisti-
cally significant differences. Results indicate that for Gaussian
noise, RMSE and SSIM exhibit larger differences from human
responses than the other models in almost all images. This
is in agreement with the fact that all the other metrics have
better human behavior. Only PIM shows statistically signifi-
cant differences in all images for this distortion. For rotation,
PerceptNet shows higher differences than the other models
only in image 3. For translation and rotation, no significant
differences were found between the models.

Conclusions

The principal conclusion is that none of the models reproduce
the behavior of the human curves properly for the affine dis-
tortions. All of them work well for Gaussian noise as expected.

When analyzed in detail we can see that the ordering be-

Table 3: Shape evaluation: Average and standard deviation
difference between the curves of each model and the human
ones (transposed).

Gaussian Noise Rotation Translation Scaling
RMSE 0.39 (0.06) 0.05 (0.02) 0.05 (0.02) 0.06 (0.04)
SSIM 0.39 (0.06) 0.05 (0.01) 0.04 (0.01) 0.06 (0.02)
LPIPS 0.18 (0.07) 0.05 (0.02) 0.03 (0.01) 0.06 (0.02)
DISTS 0.14 (0.05) 0.05 (0.03) 0.04 (0.01) 0.07 (0.03)

PerceptNet 0.15 (0.06) 0.08 (0.02) 0.06 (0.02) 0.07 (0.02)
PIM 0.06 (0.02) 0.05 (0.02) 0.03 (0.01) 0.06 (0.02)

tween images within the same distortion has no strong corre-
lation between models and humans, giving better correlations
for translation and scaling (apart from Gaussian noise). While
not a good model the best one in this test is DISTS.

Regarding the differences across distortions, all models
exhibit behavior that diverges significantly from that of hu-
mans. This finding is particularly important, as it highlights the
poor alignment between so-called perceptual metrics and hu-
man perception when evaluated using natural distortions (i.e.,
affine transformations).

Finally, in terms of shape, all models show a linear increase
in rotation, translation, and scaling that is the same for hu-
mans. There is no statistical difference between models. Be-
sides, the saturating behavior in Gaussian noise in humans is
not present in the models, being more different for RMSE and
SSIM. In shape terms the model that behaves better is PIM.
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