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Abstract

Individual and ensemble perception are crucial for inter-
acting with objects in our environment. Individual per-
ception processes single objects, while ensemble per-
ception extracts summary information from object groups
(Melcher et al., 2021; Neumann et al., 2018). To investi-
gate how these two modes of perception work with dif-
ferent set sizes (3, 6, 10) in naturalistic settings, we com-
pare two bayesian models on our data. The first model,
a variant of the summation model, is the ’Individual En-
coding Model’. The second model is the ’Ensemble En-
coding Model’, which is related to the automatic averag-
ing model. We conducted an experiment in which par-
ticipants encoded the position of an individual object or
an ensemble position that summarized multiple objects
in a 3D rendered scene and indicated its remembered po-
sition by mouse click on the screen. The ’Individual En-
coding Model’ assumes that each object’s position is en-
coded in memory, the ensemble position is only evalu-
ated on demand. In the ’Ensemble Encoding Model’, the
ensemble position is part of the process that generates
the scene and is inferred from the observable object lo-
cations. We found that the accuracy of reproducing indi-
vidual object positions increased as set size increased,
while the estimation of the ensemble position (arithmetic
mean) only differed between the 6- and 10-object set size
conditions, with smaller deviations observed for scenes
with 6 objects. The ’Ensemble Encoding Model’ specif-
ically explains the variability in human behavioral data
better. The subject-specific bayes factors in its favor in-
crease with set size. We conclude that in naturalistic
scenes the choice between individual versus ensemble
encoding is likely driven by the more compact scene rep-
resentation of the ensemble model.
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All scripts used in this study and more detailed descrip-
tions of the behavioral experiment, the modeling and their
results are available here: |https://doi.org/10.60834/
tam-datahub-10.2.

Behavioral Experiment

To assess participants ability to locate individual and ensem-
ble information, a computer-based experiment was conducted
with 29 participants. Participants who viewed scenes with 3, 6

or 10 objects were instructed to recall either the location of one
object (individual task) or the average position around which
all objects were arranged (ensemble task). They responded
by clicking the respective target position as accurately as pos-
sible. Tasks were blocked, with each participant completing
216 trials. Locating accuracy was measured as the distance
the clicked and the actual (veridical) 2D object position. Indi-
vidual positions were defined relative to the center of mass of
an object, and ensemble positions by the centroid of all ob-
jects.

Models

We created and explored two bayesian perception models for
the behavioral data, which differ in their assumptions about
how individual and ensemble percepts are computed. We in-
corporated zero-mean visual uncertainty with a standard de-
viation of 2° in both models, (Pertzov et al.,|2015).

Individual Encoding Model (IEM)

In the IEM the ensemble location E is computed by averag-
ing individual object representations X; (Harrison et al [2021}
Robinson & Bradyl, 2023). For K objects in a scene which are
presented at locations 5,-, that differ from the internal repre-
sentations f(,- by independently drawn visual noise/uncertainty
\7,-, the model assumptions are

Xi ~ N(0,Zx) s Vi ~ N(0,4- 1) sZx ~ W(4,12/V4-T))
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where N refers to a multivariate normal distribution and I, is
the 2 x 2 identity matrix. W (4,12/v/4-1,) is a wide Wishart
prior on the covariance matrix Xy with an expectation of 144
for the diagonal elements, which reflects the experimental de-
sign: a standard deviation of 12° was used for object place-
ment around the screen center, across all test scenes used in
the behavioral experiment.

Ensemble Encoding Model (EEM)

The EEM describes a generative process for scenes that in-
dependently draws the ensemble position E and the object
positions )?,- relative to E (Lew & Vul, |2015). Visual uncer-
tainty is the same as for the IEM (Pertzov et al., [2015). The
model is therefore specified as

E ~N(0,Zg) ;X ~ N(0,Zx) ; Vi ~ A(0,4- 1)


https://doi.org/10.60834/tam-datahub-10.2
https://doi.org/10.60834/tam-datahub-10.2

Oi=E+X;+V;:Zx ~ W(4,9/V4-Ty) ;Zp ~ W(4,9/V4-T)

The prior diagonal expected covariances of 81 reflect the ex-
perimental design here, too. Both the standard deviation of
the average object position from the screen center, as well as
the average deviation of the individual object from the average
position was 9°.

In both models, the ensemble percept is given by the poste-
rior distribution of (the latent) E after encoding, i.e. we evalu-
the EEM. Both posteriors can be computed analytically, details
can be found in the model scripts, see DOI above.

Model Fitting

We fit the models to simulated data (for recovery tests) and
real data (for model evaluation) by maximizing the posterior
probability of the model’s predictions and parameters with re-
spect to Xy (and Xg). We used a Laplace approximation to
the model evidence (Bishop, [2006) for model comparison.

Recovery of individual object positions and ensemble posi-
tions were within the covariance limits prediced by the mod-
els. Covariance parameters were recovered with a regression
coefficient of r € [0.74,0.93]. Model type recovery (EEM vs.
IEM) yielded log bayes factors > 10 in favor of the generating
model.

Results
Behavioral Experiment

For both the individual and ensemble reproduction task, there

was a significant main effect of set size (individual: F> 56 =

55.50, p < .001,m3 = 0.67; ensemble: Fyss = 5.04, p =
2 _ . .

.010,m;, = 0.15), as shown in Flgure

Models

We computed the average angular distances between model
posterior means and participants reports (see 'Individual’ data
points in Fig[T). The results indicate that both model predicts
participants’ reports for individual object locations better than
the veridical position. For ensemble perception, we compared
predicted posterior standard deviations with participants’ esti-
mates, see 'Ensemble’ data points in Fig[T] Here, the EEM
predictions are clearly better than IEM, which tends to be
‘overconfident’ as a consequence of Eqn. We also calcu-
lated the log-bayes factors (bf) for each participant across and
within each set size condition, as well as the mean log-bayes
factor per set size condition across all participants. On av-
erage, the EEM is the better explanation for all participants,
monotonically increasing from 3 objects (Mdn=3.48, IQR=-
4.3-13.5), up to 10 objects (Mdn=94.67, IQR=-63.7-140.1).
Finally, to assess the variability associated with the latent
variables X and E in the two models, we calculated the av-
erage estimated X across and within each set size condition
(see preprint in the repo for details). In the EEM, the total vari-
ance (in both directions) of the object locations is divided be-
tween Xx and Xg, hence these (co)variances are smaller than
Yx in the IEM. Furthermore, for three objects Xx < Xg in the
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Figure 1: Mean reproduction errors (black) for individual and
ensemble average reproduction task for all three set sizes with
confidence intervals as error bars. Individual errors are rela-
tive to veridical positions, ensemble errors are relative to av-
erage veridical positions. Also shown are the median angular
distances between model posterior means and participants
reports in the indivudal reproduction taks for the IEM (orange)
and EEM (purple). For the ensemble perception task, mean
posterior standard deviations are shown.

EEM. This results in an ensemble location that is ’pulled’ to-
wards the geometric center of the individual objects and away
from the screen center, reflecting participants’ behavior.

Discussion

Set size influences both individual and ensemble percep-
tion within naturalistic scenes.Furthermore, the EEM demon-
strated a better fit for the observed locating behavior. Notably,
the advantage of the EEM became more pronounced at larger
set sizes. The worse fit of the IEM can possibly be explained
by its ‘overconfidence’ of locating the ensemble position. This
likely reflects that the current models account only for encod-
ing variance, ignoring factors like memory-based uncertainty
(Robinson & Bradyl, 2023). Other sources of locating errors
(memory, motor) will be investigated in the future.

Our study contributes to a more dynamic view of individ-
ual and ensemble perception in real-world contexts, by flexibly
adapting the perceptual strategies to the task demands. Build-
ing models that fuse both modes of perception and can flexibly
weight them in a continuous fashion, rather than contrasting
them as we did here, will be interesting for future research.
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