
 The relationship between pupil dilation and neural surprise in natural 
 language comprehension 

 Gehmacher, Q.  1,2  , Schubert, J.  3  , Kaltenmaier, A.  1,2  ,  Weisz, N.  3,4  , Press, C.  1,2 

 1 Department of Experimental Psychology, University College London, WC1H 0AP, United Kingdom. 
 2 Functional Imaging Laboratory, UCL Queen Square Institute of Neurology, University College London, 

 WC1N 3AR, United Kingdom. 
 3 Paris-Lodron-University of Salzburg, Department of Psychology, Centre for Cognitive Neuroscience, 

 Salzburg, Austria. 
 4 Neuroscience Institute, Christian Doppler University Hospital, Paracelsus Medical University, Salzburg, 

 Austria. 



 Abstract 
 Predictive  processing  theories  propose  that 
 language  comprehension  involves  generating 
 and  updating  context-based  expectations.  We 
 tested  whether  such  predictions  are  reflected  not 
 only  in  neural  activity  but  also  in  pupil-linked 
 responses.  Using  GPT-2,  we  derived  contextual 
 predictions  and  analysed  MEG  and  pupil 
 data recorded  during  audiobook  listening. 
 Replicating  prior  work  (Heilbron  et  al.,  2022),  we 
 find  that  MEG  responses  are  modulated  by  both 
 lexical  surprise  and  semantic  prediction  error. 
 Extending  this,  we  show  that  pupil  dilation 
 selectively  tracks  semantic  prediction  error, 
 suggesting  sensitivity  to  meaning-level 
 violations.  We  assess  the  mapping  function  from 
 surprise  to  these  pupil  and  MEG  measures, 
 focusing  on  linear  vs  non-linear  response 
 profiles  and  discuss  their  relation  with  respect  to 
 current predictive processing theories. 

 Keywords:  Language  Processing;  Locus 
 Coeruleus;  MEG;  Predictive  Processing; 
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 Introduction 
 Theories  of  predictive  processing  propose  that  the 
 brain  continuously  generates  expectations  based  on 
 context  to  guide  perception  and  cognition  (Friston, 
 2010;  Clark,  2013).  In  language,  growing  evidence 
 suggests  that  such  predictions  occur  at  multiple 
 representational  levels  and  shape  both  behaviour 
 and brain responses. 

 Recent  advances  in  language  modelling 
 have  enabled  precise  estimation  of  contextual 
 predictions.  Using  deep  neural  networks  like  GPT-2, 
 Heilbron  et  al.  (2022)  demonstrated  that  during 
 naturalistic  language  comprehension,  MEG  signals 
 reflect  continuous  prediction  at  phonological,  lexical, 
 and  semantic  levels.  These  findings  offer  strong 
 support  for  hierarchical  predictive  processing 
 accounts. 

 Here,  we  analysed  MEG  alongside 
 concurrent  eye-tracking  data  to  ask  about  the 
 relationship  between  pupillary  responses  and  these 
 MEG  signatures.  We  replicate  the  MEG  effects 
 reported  by  Heilbron  et  al.,  confirming  that  both 
 lexical  surprise  and  semantic  prediction  error 
 modulate  brain  activity.  We  then  asked  whether 

 whether  and  how  prediction  error  is  also  reflected  in 
 pupil  dilation,  a  peripheral  index  of  locus 
 coeruleus–noradrenergic  (LC-NA)  activity  and 
 arousal  (Joshi  et  al.,  2016),  and  the  relation  between 
 the  MEG  and  pupillary  indices.  We  examine  how 
 surprise  may  be  encoded  physiologically  by 
 comparing  alternative  response  functions,  including 
 non-linear  mappings,  to  assess  whether  arousal 
 responses  scale  proportionally  with  prediction  error 
 or  reflect  context-sensitive  gating  shaped  by 
 relevance  or  internal  model  precision  -  ideas  central 
 to  theoretical  accounts  such  as  the  opposing 
 process theory (Press et al., 2020). 

 Methods 
 Participants  and  data  We  analysed  data  from  29 
 participants  (12  female,  mean  age  =  25.7  years; 
 Schubert  et  al.,  2024).  One  was  excluded  for 
 excessive  blinking,  yielding  a  final  sample  of  28.  All 
 had  normal  hearing/vision  and  gave  informed 
 consent.  The  study  was  approved  by  the  University 
 of Salzburg ethics committee. 
 Stimuli  and  task  Participants  listened  to  four 
 audiobook  stories  presented  in  blocks.  Stimuli  were 
 delivered  binaurally  at  40  dB  above  individual 
 hearing  threshold.  During  the  task,  participants  were 
 instructed  to  keep  their  gaze  directed  towards  a 
 central cross. 
 Lexical  predictions  To  estimate  contextual 
 predictions,  we  used  the  German  version  of  GPT-2, 
 a  pretrained  transformer-based  language  model. 
 Raw  story  transcripts  were  tokenized  and  passed 
 through  the  model  using  a  windowed  approach  to 
 handle  sequences  exceeding  the  512-token  context 
 limit.  For  each  word,  we  extracted  the  model’s 
 conditional  probability  and  computed  lexical  surprise 
 as  the  negative  log-probability  of  each  word  given  its 
 preceding  context.  We  computed  semantic 
 prediction  error  as  the  cosine  distance  between  the 
 model’s  expected  semantic  vector  -  estimated  as  a 
 weighted  average  of  predicted  semantic  embeddings 
 - and the embedding of the observed word. 
 Control  variables  We  included  both  acoustic  and 
 lexical-semantic  control  regressors  in  our  analysis. 
 Broadband  Envelope:  Computed  from  the 
 gammatone  spectrogram  (256  bands;  20–5000  Hz) 
 using  Eelbrain  and  summed  across  all  frequency 
 channels.  Acoustic  Onsets:  Derived  using  an 
 auditory  edge  detection  algorithm  applied  to  the 
 spectrogram, 



 Figure  1:  A)  MEG  responses  were  modulated  by  both  lexical  surprise  and  semantic  prediction  error, 
 replicating  prior  findings.  B)  In  contrast,  pupil  dilation  selectively  tracked  semantic  prediction  error  and  the 
 broadband  envelope,  suggesting  a  dissociation  between  cortical  and  LC-NA-linked  systems  in  processing 
 linguistic  predictions.  C)  The  temporal  profile  of  pupil  responses  to  semantic  prediction  error  peaked  around 
 1.5 - 2 seconds, indicating a delayed, potentially post-perceptual integration process. 

 capturing  sharp  temporal  changes  in  the  acoustic 
 signal.  Lexical  Frequency  (Unigram  Surprisal): 
 Based  on  word  frequency  from  GloVe  embeddings. 
 Semantic  Distance:  A  proxy  for  integration  difficulty, 
 indexing  the  semantic  similarity  between  each 
 incoming word and its preceding context. 
 Temporal  Response  Function  analysis  To  model 
 the  relationship  between  predictors  and 
 time-resolved  neural  and  pupillary  responses,  we 
 used  multivariate  Temporal  Response  Function 
 (TRF)  analysis  via  boosting-based  deconvolution 
 (David  et  al.,  2007),  implemented  in  the  Eelbrain 
 Python  package  (Brodbeck  et  al.,  2023).  Predictors 
 included  semantic  prediction  error,  the  control 
 regressors  listed  above,  and  word  onsets.  TRFs 
 were computed across all channels and time points. 

 Results 
 We  first  examined  the  neural  correlates  of  linguistic 
 predictions  using  MEG  data.  Replicating  findings 
 from  Heilbron  et  al.  (2022),  we  observed  robust 
 effects  of  both  lexical  surprise  and  semantic 
 prediction  error  on  brain  responses  during 
 naturalistic  language  comprehension.  These  effects 
 were  primarily  localized  to  bilateral  auditory  regions, 
 consistent  with  a  hierarchical  predictive  processing 
 architecture (see Figure 1A). 

 We  then  investigated  whether  similar  effects 
 were  reflected  in  pupil  dilation.  Here,  we  observed  a 
 distinct  pattern.  Pupil  responses  were  significantly 
 modulated  by  semantic  prediction  error,  but  not  by 
 lexical  surprise  or  other  linguistic  control  variables, 
 including  unigram  surprisal  and  semantic 
 dissimilarity.  In  addition,  we  found  a  significant  effect 
 of  the  broadband  envelope.  No  reliable  effects  were 
 observed  for  acoustic  onsets  or  word  onsets  (see 
 Figure 1B). 

 Taken  together,  these  results  suggest  a 
 dissociation  between  cortical  and  LC-NA-linked 
 systems:  while  MEG  signals  reflect  both  lexical  and 
 semantic  predictions,  pupil-linked  activity  appears 
 selectively  tuned  to  semantic-level  violations  and 
 global acoustic dynamics. 

 Discussion 
 Our  results  reveal  a  functional  dissociation: 
 while  MEG  responses  reflect  both  lexical  and 
 semantic  predictions,  pupil  dilation  selectively 
 tracks  semantic  prediction  error.  This  supports 
 the  idea  that  LC-NA  activity  is  gated  by 
 relevance  or  precision  (Bouret  &  Sara,  2005; 
 Feldman  &  Friston,  2010;  Press  et  al.,  2020), 
 rather than being uniformly driven by surprise. 

 Rather  than  signalling  generic 
 unpredictability,  the  LC-NA  system  may  prioritize 
 high-level  deviations  that  challenge  stable 
 internal  models.  Similar  distinctions  between 
 low-  and  high-level  prediction  effects  have  been 
 noted  in  attention,  where  goal  relevance 
 outweighs  sensory  novelty  (Corbetta  & 
 Shulman, 2002). 

 Ongoing  work  explores  whether 
 non-linear  transformations  of  semantic 
 prediction  error  better  capture  pupil  dynamics, 
 shedding  light  on  how  prediction  is  represented 
 across cortical and neuromodulatory systems. 
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