Behavioral relevance of high-dimensional neural representations
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Abstract

A common approach to understanding the organizing
principles of neural representations has been to empha-
size high-variance dimensions that correspond to inter-
pretable features. Here, we investigate whether behav-
ioral relevance is restricted to these interpretable di-
mensions or spans the entire spectrum of neural rep-
resentations. Using fMRI data from the Natural Scenes
Dataset, we tested whether humans could perceive co-
herent structure in image clusters formed along principal
components of ventral visual stream responses, where
explained variance decreases by orders of magnitude
across principal-component ranks. In this initial study
examining the first two decades of neural dimensions,
we found that behavioral relevance extends throughout
the entire range tested. These findings suggest that be-
haviorally relevant information in neural representations
extends beyond the interpretable, high-variance dimen-
sions emphasized in standard approaches and that com-
prehensive models of neural coding should account for
the full range of dimensions.

Introduction

How should we understand neural representations in human
visual cortex? Existing work has gained success in identifying
a set of interpretable neural dimensions that map onto per-
ceptually distinct or behaviorally relevant stimulus categories
and properties. These approaches characterize neural pop-
ulations in terms of interpretable properties, such as object
and action labels (Huth et al., 2012), social features (Tarhan &
Konkle, 2020), reachspace classes (Josephs, Hebart, & Kon-
kle, 2023), and material descriptors (Schmidt et al., 2025).
Similarly, Hebart et al. derived interpretable object dimensions
from human similarity judgments and used them to chart the
tuning profiles of visual cortex (Hebart et al., 2020; Contier,
Baker, & Hebart, 2024). These works focus on the explana-
tory value of interpretable dimensions as a way to model neu-
ral responses, as they reveal the key factors underlying our
ability to make sense of our visual world, to structure our ex-
ternal environment, and to act on it (Contier et al., 2024).

However, recent work suggests that neural representa-
tions are high-dimensional and extend far beyond the few
dimensions that can be interpreted visually or semantically
(Gauthaman, Ménard, & Bonner, 2024; Han & Bonner, 2025).
One key finding from this line of work is that conventional
variance-weighted approaches capture only a limited por-
tion of the representational space, effectively ignoring many
lower-variance dimensions that may be functionally significant
(Gauthaman et al., 2024; Haxby et al., 2011). According to
this view, neural representations are best understood statisti-
cally in their full dimensionality.

How can we reconcile the former view that emphasizes
the functional significance of interpretable dimensions and
the latter view that provides support for the inherent high-
dimensionality of neural representations? One possibility is

that even though neural representations are high-dimensional,
only the low-dimensional subset contains perceptually struc-
tured and thus behaviorally relevant information. Alternatively,
behavioral relevance may span the entire spectrum of neural
dimensions, even in dimensions with low interpretability. We
address this question by examining whether humans can per-
ceive coherent structure in image clusters formed along neu-
ral dimensions. If only a few interpretable components carry
behaviorally relevant information, then humans should only re-
liably detect structure that is encoded by these high-variance,
semantically interpretable dimensions. If behavioral relevance
extends throughout the spectrum, humans may identify coher-
ence even in dimensions that lack obvious interpretability.

Methods

To test if people can identify latent structure encoded by neural
dimensions, we sought to create stimuli that are representa-
tive of each neural dimension. To do so, we used fMRI data
from one subject in the Natural Scenes Dataset (Allen et al.,
2022), leveraging high-resolution neural responses to tens of
thousands of natural scenes. We focused on responses in
the midventral visual stream and averaged across three scan
repetitions.

Stimuli sampling We applied principal component analysis
(PCA) to neural responses and identified images with maxi-
mal (highest or lowest) values along each resulting latent di-
mension. We constructed target stimuli sets with the images
located at each dimension’s "pole” and selected foil stimuli by
randomly sampling images that do not form clusters along the
same dimension (Fig. 1A). To assess whether the structure
of each latent dimension has significant behavioral relevance,
we designed a simple perceptual judgment task, where par-
ticipants were presented with both target and foil groups of
images arranged in grids and asked to identify which group
contained more similar images (Fig. 1B). We verified that our
stimulus selection procedure created coherent target clusters
that were specific to each dimension by computing the ra-
tio between average pairwise within-cluster distances among
target stimuli sampled at poles and within-cluster distances
among random foils. The ratio was lowest for the dimensions
from which the clusters were derived, confirming that clus-
ter coherence was unique to each component (Fig. 1C). Fig.
1D shows example sets of stimuli. The target image set for
Dimension 6 consists of human and animal faces, akin to a
canonical "face dimension.” In contrast, the target images for
Dimension 90 as well as random foils from these dimensions
include a mixture of categories with no apparent organizing
principle.

Coherence judgment experiment We measured the be-
havioral relevance of neural dimensions by assessing whether
participants could discriminate coherent image clusters
formed along those dimensions. For each dimension, we
quantified behavioral relevance as the mean accuracy with
which participants identified target over foil groups.
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Figure 1: A. Structure in latent dimensions. Neural responses to natural images in voxel space (left) are projected into
latent space (right). Clusters at dimensional poles represent the structure encoded along each dimension. B. Coherence
judgment task. The target group (teal) consists of images sampled from a dimensional pole; the foil group (grey) consists of
randomly sampled images from the same dimension. Participants indicate which group has more similar images. C. Validation
of coherence structure. Heatmap values show average distances of within-pole images divided by average distances of
within-random images. Lower values indicate greater coherence in pole clusters. The diagonal pattern shows that coherence
is specific to the source dimensions. D. Example stimuli. Target and foil clusters from dimensions 6 (top) and 90 (bottom).
Both dimensions showed reliable behavioral relevance in our experiment. E. Behavioral relevance of dimensions. Behavioral
relevance (teal; filled = statistically significant, p < 0.05) and principal-component explained variance in neural data (purple).
Behaviorally relevant dimensions are distributed across the entire range tested. Error bars: 95% CI. Dotted line: chance level.

Participants were recruited via Prolific for online participa-
tion. We conducted two experiments testing non-overlapping
sets of dimensions from the first 100 dimensions: the first ex-
periment included twenty dimensions sampled evenly from di-
mensions 1 and 96 and the second included twenty dimen-
sions sampled evenly from dimensions 5 to 100. Participants
who missed more than one catch trial of simple shape similar-
ity were excluded (1 and 4 participants for Experiments 1 and
2, respectively), leaving 80 and 74 subjects for final analysis.

Results & Discussion

Out of 40 dimensions tested (ranks 1-100), 18 showed sta-
tistically significant above-chance behavioral relevance (one-
way t-test; p < 0.05, FDR-corrected). Importantly, these be-
haviorally relevant dimensions were found across the spec-
trum, even though the majority of variance in neural responses
was explained by the first few dimensions (Fig. 1E). While
explained variance decreases rapidly across dimensions, be-
havioral relevance does not follow the same decay.

Our findings suggest that interpretability—the ability to as-
sign semantic labels or visually distinctive features to di-
mensions—is not a necessary condition for behavioral rele-
vance. Low-variance dimensions that are not subject to se-
mantic readout contain meaningful structure and potentially
contribute to downstream behavior. The striking dissociation
between variance and behavioral relevance suggests that the
neural code utilizes information available across the full range
of dimensions, not just a subset of interpretable high-variance
dimensions.
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