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Abstract  20 

Prior research suggests that, when making 21 

decisions from experience, people tend to 22 

undervalue high-risk, high-reward options. This 23 

tendency has been attributed to underweighting 24 

the impact of rare rewards. However, this 25 

underweighting view may be confounded with 26 

risk avoidance. Here, we challenged a pure 27 

“underweighting” account using a two-armed 28 

bandit task. We found that choices for options 29 

with large but rare rewards were insensitive to 30 

their expected values. Instead, they were guided 31 

by a value-independent sampling bias for the 32 

rare-reward option. These findings suggest that 33 

the presence of large but rare rewards disrupts 34 

value-based decision-making, shifting the 35 

decision policy toward risk sensitivity rather than 36 

expected value maximization. 37 
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 Introduction 41 

High rewards are often accompanied by high risks, as 42 

exemplified by venture capital investments in startups 43 

or the innovation of cutting-edge technologies.  44 

Previous research suggests that, when  humans 45 

experience rewards sequentially, they tend to avoid 46 

options returning large and rare rewards. This 47 

tendency has been attributed to underweighting the 48 

impact of rare rewards (Barron & Yechiam, 2009; 49 

Camilleri & Newell, 2011; Garcia et al., 2021; Hertwig 50 

et al., 2004; Szollosi et al., 2019). However, the 51 

underweighting perspective is confounded with an 52 

explicit risk avoidance tendency; people tend to avoid 53 

options whose rewards have greater variance, which 54 

is a feature for options with large rare rewards 55 

(Juechems et al., 2017). 56 

Here, to compare the underweighting and risk-57 

aversion accounts, we implemented a two-armed 58 

bandit paradigm where one of the options had a 59 

higher expected value. The two options delivered 60 

either “large and rare” (LR) rewards or “frequent and 61 

medium” (FM) rewards. We found that unlike FM 62 

options, choice rates for the LR options were below 63 

chance level and were not influenced by their 64 

expected value. Computational modeling revealed 65 

that these infrequent (i.e. below chance) choices for 66 

LR options were driven by a fixed, value-independent 67 

sampling probability rather than the (learned) 68 

expected value difference between the options. We 69 

conclude that the presence of large and rare rewards 70 

disrupts value-based decision-making by making 71 

relative risk the main determinant of choice. 72 

Results 73 

Thirty-two participants took part in the two-armed 74 

bandit task via Prolific (https://www.prolific.com/). On 75 

each trial they were asked to choose between two 76 

stimuli to maximize their cumulative reward over 50 77 

trials in each block. Following each choice, the 78 

rewards of both the chosen and the unchosen option 79 

were shown (Fig. 1A). Participants performed 14 80 

blocks in total, with each block having different reward 81 

distribution pairings. 82 

The expected value (EV) of the “better” 83 

option (i.e., higher-EV option) was 36, while that of 84 

the “worse” was 27 (i.e., lower-EV option). The “large 85 

and rare” rewards were drawn from a binomial 86 

distribution delivering large rewards (i.e., 360 when it 87 

was the better and 270 when it was the worse) in 10% 88 

of trials, and zero reward for the rest of trials. Rewards 89 

Figure 1. Task and behavioral results. (A) Trial 

structure. (B) Mean choice rates averaged across 

conditions of the higher (H) and lower (L) expected 

value for each distribution. (C) Accuracy of choosing 

the higher EV option in different distribution pairings. 



for “frequent and medium” options were drawn from 90 

one of the following distributions: a binomial 91 

distribution (90% reward probability), a Gaussian 92 

distribution, or a constant reward structure. 93 

Participants also completed Gaussian-Gaussian 94 

pairings with unequal standard deviations, but these 95 

data were excluded from the analysis. The analysis 96 

included six distribution pairs, each appearing once 97 

as the higher-EV option, resulting in 12 conditions 98 

(Fig. 1C).   99 

  We tested whether the expected values and 100 

reward distributions affected choice rates. The overall 101 

choice rates of binomial (10%) options were 102 

significantly lower than that of all other three 103 

distributions (F(3, 93) = 68.564, p < 0.001, partial η2 104 

= 0.689) (Fig. 1B). Although choice rates for FM 105 

options were sensitive to EV, the choice rates of 106 

binomial (10%) options were not influenced by their 107 

expected value (distribution * EV: F(3, 93) = 204.129, 108 

p < 0.001, partial η2 = 0.954), such that the choice 109 

rates for the high-EV and low-EV binomial (10%) 110 

options were nearly identical (pos hoc t-test with 111 

Bonf-corrected p-value: t(31) = 2.308 p = 0.111, 112 

Cohen’s d = 0.389) (Fig. 1B). These results suggest 113 

general avoidance and EV insensitivity for options 114 

with large but rare rewards. The above results could 115 

be consistent with underweighting rare events.  116 

However, if the behavioral patterns were solely 117 

driven by underweighting, one would expect higher 118 

accuracy in choosing the higher-EV option when it is 119 

paired with a lower-EV binomial (10%) option as 120 

opposed to when it is paired with a lower-EV FM 121 

option. This is because a lower-EV binomial (10%) 122 

option should be undervalued relative to FM options. 123 

Surprisingly, however, we found the lower-EV 124 

binomial (10%) option was more disruptive to 125 

accuracy than lower-EV FM options (Fig. 1C). In 126 

conditions where the binomial (10%) options had the 127 

lower EV, participants had significantly lower 128 

accuracies relative to conditions where the lower EV 129 

options delivered FM rewards (Constant: F(2) = 9.096, 130 

p < 0.001, partial η2 = 0.227; Gaussian: F(2) = 3.262, 131 

p = 0.045, partial η2 = 0.095; binomial (90%): F(2) = 132 

12.837, p < 0.001, partial η2 = 0.293) (Fig. 1C). These 133 

findings challenge a purely value-based account, 134 

which attributes lower choice rates of LR options to 135 

underweighting rare rewards 136 

To better understand what drives people’s 137 

choices in the presence of LR options, we fitted eight 138 

reinforcement learning models comparing four 139 

learning processes and two decision processes (Fig. 140 

2A). The model family with the risk weight (w, 141 

capturing the balance between value-based and 142 

value-independent influences on decision-making) 143 

and the risk tendency for binomial (10%) options (r, 144 

reflecting the signed strength of value-independent 145 

bias, with positive values indicating more likely to 146 

choose binomial (10%) options) outperformed other 147 

models (Exceedance probability > 0.999) (Fig. 2B). 148 

The best fitting risk weight for binomial (10%) was 149 

significantly above 0.5 (t(31) = 3.046, p = 0.005, 150 

Cohen’s d = 0.538) (Fig. 2C). These modelling results 151 

suggest that participants shift their decision strategy 152 

from relying on the evaluation of expected value to a 153 

heuristic risk sampling bias.  154 

 155 

  156 

Figure 2. Modeling results. (A) The model space 

consists of eight models with distinct learning and 

decision processes. (B) Family-level model comparison. 

(C) The best-fitting free parameters. 
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