Evolution of Low-Level and Texture Human-CLIP Alignment
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Abstract

During the training of multi-modal models like CLIP, we
observed an intriguing phenomenon: the correlation with
low-level human image quality assessments peaks in the
early epochs before gradually declining. This study in-
vestigates this observation and seeks to understand its
causes through two key factors: shape-texture bias align-
ment and classification accuracy drop under noise. Our
findings suggest that CLIP initially learn low-level visual
features, enhancing its alignment with low-level human
perception but also increasing its sensitivity to noise and
its texture bias. As training progresses, the model shifts
toward more abstract shape-based representations, im-
proving noise robustness but reducing alignment with
low-level human perception. These results suggest that
these factors shared an underlying learning mechanism
and provide new insights into optimizing the trade-off
between perceptual alignment and robustness in vision-
language models.
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Introduction

Contrastive Language-Image Pretraining (CLIP) (Radford et
al., 2021) models shown impressive zero-shot learning capa-
bilities by aligning visual and linguistic representations. How-
ever, how these representations evolve during training re-
mains unclear, particularly regarding low-level visual informa-
tion, semantic features, and their alignment with human per-
ception.

Human perception relies on a hierarchy of visual features,
from low-level cues (e.g., texture and color) to higher-level
semantic representations (DiCarlo, Zoccolan, & Rust, 2012).
Previous work has shown that convolutional neural networks
(CNNSss) exhibit a strong bias toward texture, while vision trans-
formers (ViTs) show a greater bias toward shape-based rep-
resentations (Geirhos et al., 2018; Naseer et al., 2021). How-
ever, understanding how these biases evolve during training
in multi-modal models like CLIP remains an open question.

Our study began by examining the model’'s alignment with
low-level human perception, specifically its correlation with hu-
man image quality assessments. Surprisingly, we observed
that this correlation does not steadily increase throughout
training epochs but instead peaks early in training before de-
clining. But why does this happen? This unexpected behavior
led us to investigate its underlying causes. To address this

question, we analyze two potential explanations: (1) shape-
texture bias, which describes the model’'s preference for tex-
tures or shapes when classifying images, and (2) sensitivity
to noise, measured through the relative accuracy drop when
Gaussian perturbations are introduced into images.

Our results reveal that during the early training stages, CLIP
aligns closely with human perception because it emphasizes
low-level features such as textures and local patterns. How-
ever, this initial reliance on textures also makes the model
more vulnerable to noise. As training progresses, its visual
representations become more abstract and shape-based, im-
proving robustness but reducing alignment with low-level hu-
man perception. This study provides a novel perspective on
the learning dynamics of multi-modal models, highlighting the
interplay between perceptual alignment, shape-texture bias,
and noise robustness. Understanding this transition is crucial
for improving future vision-language architectures, aiming for
an optimal balance between human perceptual alignment and
robustness in challenging conditions.

Methods

We analyze the OpenCLIP ViT-Base16 model throughout its
training trajectory, using checkpoints from epoch 0 (random
initialization) to epoch 65 (Cherti et al., 2023). This step-by-
step analysis allows us to track how the model’'s alignment
with human perception evolves over the epochs. Our study
began by examining 2 factors: 1) Cifar100 0-shot classifica-
tion accuracy and 2) low-level human perceptual alignment,
measuring the correlation between CLIP’s feature representa-
tions and human image quality assessments. Surprisingly, we
found that while the classification accuracy always increases
with the epochs, the low-level correlation peaks early in train-
ing before declining. To understand this phenomenon, we in-
vestigate two key factors: 3) shape-texture bias alignment and
4) sensitivity to noise. Therefore, we evaluate three key di-
mensions:

* 1) Classification accuracy: We evaluate the zero-shot
classification accuracy on Cifar100. For each image, we
compute the similarity between the image representation
and the representation of the texts An image of { class}.

* 2) Low-level Human Alignment: We measure human
perceptual alignment using the TID2013 image quality as-
sessment database (Ponomarenko et al., 2015). For each
epoch, we compute the similarity between each pair of orig-
inal and distorted images in the model's embedding space.
We then correlate these similarity scores with the human
Mean Opinion Score (MOS) to quantify the alignment be-
tween model predictions and human perception.
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Figure 1: CLIP alignment evolution. First: Clean and noisy zero-shot Cifar100 accuracy. Second: low-level TID2013 correla-
tion. Third: Model texture bias on texture-shape conflict images. Fourth: Cifar100 normalized accuracy drop due to Gaussian

noise.

» 3) Texture-Shape Bias: We quantify the model texture bias
using the Geirhos Texture-Shape Bias dataset (Geirhos et
al., 2018). For each conflict image (an image with a shape
from one class and a texture from another), we compute the
image’s similarity with two textual descriptions correspond-
ing to the shape and texture classes. We classify the im-
age based on which text has higher similarity, determining
whether the model favors shape or texture.

* 4) Noise sensitivity: We evaluate the model’s noise sensi-
tivity by measuring the relative accuracy drop when Gaus-
sian noise is introduced. Specifically, we compare the
zero-shot classification accuracy on the clean CIFAR-100
images with the accuracy on the corrupted CIFAR-100-
C dataset with Gaussian noise (Hendrycks & Dietterich,
2019). The relative accuracy drop reflects the model’s sen-
sitivity to image perturbations.

For each epoch, we compute these three metrics and zero-
shot classification accuracy to track how CLIP’s internal rep-
resentations evolve throughout training. This analysis helps
us uncover key transitions in the model’s behavior, particularly
the shift from early reliance on low-level, texture-based fea-
tures to more abstract and robust representations. By exam-
ining these trends, we aim to explain why the alignment with
human perception initially peaks before declining.

Results

Figure 1 illustrates how the different measured factors evolve
during the epochs. In the first panel, we see that zero-shot Ci-
far100 classification accuracy always increases with epochs.
As expected, when evaluated on the noisy images, the accu-
racy is lower but still increases with epochs. In the second
panel, we examined low-level human alignment, finding that
the correlation with human perceptual scores is highest in the
initial epochs before gradually declining. This suggests that
early in training, the model relies more on low-level visual fea-
tures, but as it learns, it shifts toward more abstract represen-
tations. The third panel shows the evolution of texture-shape
bias. The model exhibits a strong texture bias at the beginning
of training, which progressively decreases over time. This in-
dicates a transition from texture-based representations toward
more shape-based abstractions. Finally, the last panel shows
the robustness to noise analysis. It reveals that the model ex-
periences the highest accuracy drop due to Gaussian noise in

Acc. TID Texture
TID -0.795
Texture -0.737 0.852
Noise sens. | -0.441 0.836 0.618

Table 1: Pearson correlation between the four curves: accu-
racy on Cifar100, TID2013 correlation, texture bias and nor-
malized accuracy drop due to Gaussian noise.

the early epochs, meaning it is initially more sensitive to per-
turbations. Over time, this sensitivity decreases, reflecting an
improvement in robustness as the model’s feature represen-
tations become more abstract.

The three metrics follow a consistent pattern: a peak during
the initial training stages, followed by a gradual decline. Table
1 show the Pearson correlations between these curves and
further support this relationship.

These aligned dynamics suggest a shared underlying
mechanism where the model starts by emphasizing low-level
texture-based features and moving toward more shape-biased
abstract and robust representations as training progresses.

Conclusions

Our analysis reveals a shared dynamic across low-level hu-
man alignment, texture bias, and noise robustness in CLIP’s
training. All three metrics peak in the early epochs before
declining, suggesting an initial reliance on low-level, texture-
based features that later shifts toward more abstract, shape-
based representations and greater robustness. This highlights
a trade-off between early perceptual alignment and and later
robustness. The initial reliance on low-level features enhances
texture bias and increases vulnerability to noise, while further
training shifts the model toward more abstract, shape-based
representations and greater robustness.

These findings provide new insights into CLIP’s learning
dynamics and raise questions about whether similar patterns
occur in other multi-modal models. Future research could ex-
plore architectural adjustments or training strategies to bal-
ance early-stage perceptual alignment with later robustness.
Extending this analysis to other vision-language models may
also reveal whether this trend is a general phenomenon.

From a practical perspective, optimizing this transition could
improve applications requiring fine-grained visual reasoning or
robustness in noisy environments, guiding the development of
models that better align with human perception while main-
taining strong generalization.
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