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Abstract 11 

Learning - Transfer paradigms are particularly 12 

relevant to study value learning, as they can 13 

uncover contextual value learning. However, there 14 

is no consensus within and across laboratories on 15 

the implementation of the experimental variable 16 

nor the exact computational processing underlying 17 

context-dependence, thus making it unclear 18 

whether models such as reference-point and range 19 

adaptation genuinely generalize across contexts or 20 

are merely tailored to specific task structures. We 21 

therefore created an extremely large (n>2500 22 

human participants) yet extremely curated dataset 23 

to establish a standardized framework and 24 

systematically evaluate the applicability of 25 

competing value learning models. We showed that 26 

the range adaptation model is the best fitting model 27 

for half of the participants, with task specifications 28 

such as feedback type modulating the relevance of 29 

in-context learning models. 30 

Keywords: open science; reinforcement learning; 31 

range adaptation; reference-point centering 32 

Introduction 33 

Increasing evidence suggest that learning values in 34 

multi-armed bandit tasks is done in context, i.e. the 35 

values are not learned with their absolute magnitude 36 

but rather in relation to the alternatives (Palminteri et 37 

al., 2015; Bavard et al., 2018; Lebreton et al., 2019; 38 

Hayes & Wedell, 2023b). However, task specifications 39 

such as feedback type, number of alternatives, or 40 

magnitudes displayed, seem to alter the predictive 41 

power of contextual learning models. Here, we 42 

addressed this issue by compiling to a unique format 43 

31 experiments from 10 published studies, gathering 44 

more than 2500 human participants and 700,000 trials, 45 

with transfer testing after the initial learning phase. 46 

These datasets were subsequently fit using three 47 

reinforcement-learning model variants which take into 48 

account the context in different ways. 49 

Methods 50 

Data format. The dataset only gathers bandit tasks in 51 

published experiments. The datasets were selected on 52 

the basis of the presence of a learning phase, where 53 

fixed ensembles of contingencies are presented 54 

together, and a transfer phase, where all pairs of stimuli 55 

are presented together. While all experiments have 56 

their specificities, a common subset of variables was 57 

kept: the experiment value (i.e. the expected value 58 

across the full experiment), the agent number, the trial 59 

number, the trial order within the presented ensemble, 60 

the session number, a binary marker of whether the 61 

trial was a transfer or not, the stimuli presented, the 62 

expected values of the stimuli, the availability of the 63 

stimuli (i.e. whether there was a forced choice or 64 

observational trial), the choice, the outcomes (obtained 65 

and foregone when available), the response times, and 66 

the regret associated with the trial. Any missing 67 

information was replaced by a NaN entry. 68 

Models. At the present time, we compared the fitness 69 

of three reinforcements learning models on the 70 

collected data. 71 

Absolute model. This model corresponds to a 72 

classical Q-learning rule. At each trial, when 73 

participants receive feedback 𝑟, Q-values are adapted 74 

according to: 75 

𝑄𝑖 ← 𝑄𝑖 + 𝛼𝑖(𝑟𝑖 − 𝑄𝑖) 76 

We set 𝛼𝑖 = 𝛼𝑐 when option 𝑖 was chosen, and 𝛼𝑖 = 𝛼𝑢 77 

when option 𝑖 was not chosen. 78 

Reference-point centering. Before the updating Q-79 

values, reference-point centering assumes that the 80 

rewards are compared to the mean of received rewards 81 

𝑉 within a context: 82 

�̃� = 𝑟 − 𝑉 83 

The referenced rewards �̃� are subsequently used to 84 

update Q-values. The mean value is then updated 85 

based on the mean of observed rewards �̅�: 86 

𝑉 ← 𝛼𝑟𝑒𝑓(�̅� − 𝑉) 87 

Range adaptation. The rewards are compared to the 88 

range of the rewards received within a context, with the 89 

range adapting at each trial. In this work, the following 90 

variant was implemented: 91 

�̃� = (
𝑟 − 𝑅min

𝑅𝑚𝑎𝑥 − 𝑅min + 1
)

𝑤𝑟

  92 

The range boundaries are updated at rate 𝛼𝑅 if the 93 

rewards are outside of the range, following: 94 

{
𝑅𝑚𝑖𝑛 ← 𝑅𝑚𝑖𝑛 + 𝛼𝑅(min(𝑟) − 𝑅𝑚𝑖𝑛)

𝑅𝑚𝑎𝑥 ← 𝑅𝑚𝑎𝑥 + 𝛼𝑅(max(𝑟) − 𝑅𝑚𝑎𝑥)
 95 

  96 



Results 97 

Datasets. The datasets included are summarized on 98 

Table 1. In total, data from 10 published studies, 99 

spanning 31 experiments and 2534 agents have been 100 

included, for a total of 700,950 trials. 101 

Table 1: Included datasets 102 

Paper N.exp N.agents 

Bavard & Palminteri, 2023 4 (1-4) 500 

Hayes & Wedell, 2023 1 (5) 64 

Vandendriessche et al., 
2023 

1 (6) 26 

Bavard et al., 2018 2 (7, 8) 60 

Gueguen et al., 2024 1 (9) 44 

Hayes & Wedell, 2023b 2 (10,11) 222 

Hayes & Wedell, 2023c 1 (12) 50 

Salem-Garcia et al., 2023 10 (13-22) 207 

Bavard et al., 2021 8 (23-30) 800 

Anlló et al., 2024 11 (31) 561 

Fitting results. We present here the best winning 103 

model on the basis of the Bayesian Information 104 

Criterion (BIC) and the Akaike Information Criterion 105 

(AIC). We represent the share of each winning model 106 

per participant across all experiments and within 107 

experiment. 108 

On the basis of the AIC, the range adaptation model 109 

was the best for 1254 participants, the reference-point 110 

centering model for 186 participants and the absolute 111 

model for 1094 participants. On the basis of the BIC, 112 

the absolute model was this time the best, being the 113 

best fitting model for 1481 participants, followed by the 114 

range adaptation model (916 participants) and the 115 

reference-point centering model (137 participants). 116 

Importantly, the best fitting model depended on 117 

participants and experiment. We observed that the 118 

absence of feedback in the transfer phase enhanced 119 

context-dependent learning (over global learning).  120 

 121 
Figure 1: Proportion of best fitting model on the basis 122 
of AIC for all experiments and split per experiment. 123 

Figure 2: Best fitting model on the basis of BIC for all 124 
experiments and split per experiment. 125 

Conclusion 126 

Over the 31 selected experiments, we showed that the 127 

range adaptation model was the best selected model. 128 

We noted that the selection of the best model 129 

depended on the task, and therefore the absolute 130 

encoding model was sometimes better suited, in 131 

particular when a unique range was presented to 132 

participants. The next steps of this study will include an 133 

analysis of parameter recovery as a function of task 134 

specifications, as well as other variants of in-context 135 

value learning. 136 
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