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Abstract

The nouns of our language refer to either concrete en-
tities (like a table) or abstract concepts (like justice or
love). Cognitive psychology has established that con-
creteness influences how words are processed. Accord-
ingly, understanding how concreteness is represented
in our mind and brain is a central question in psychol-
ogy, heuroscience, and computational linguistics. While
the advent of powerful language models has allowed for
quantitative inquiries into the nature of semantic repre-
sentations, it remains largely underexplored how they
represent concreteness. Here, we used behavioral judg-
ments to estimate semantic distances implicitly used by
humans, for a set of carefully selected abstract and con-
crete nouns. Using Representational Similarity Analysis,
we find that the representational similarity space of par-
ticipants and the semantic representations of language
models are significantly aligned and that both are implic-
itly aligned to an explicit representation of concreteness,
which was obtained from our participants using an ad-
ditional concreteness rating task. Importantly, using ab-
lation experiments, we demonstrate that the human-to-
model alignment is substantially driven by concreteness—
not by other important word characteristics established in
psycholinguistics, such as word frequency.
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Introduction

Word concreteness, typically measured through human sub-
jective ratings (Kanske & Kotz, 2010; Brysbaert, Warriner,
& Kuperman, 2014), refers to the extent to which a word
refers to concepts related to sensory experience (Reilly et
al., 2024). Psycholinguistic research has established that
whether words refer to concrete or abstract concepts influ-
ences their processing both at the behavioral and neural
level (Solovyev, 2020; Montefinese, 2019). For example,
concrete words are better remembered than abstract words
(Fliessbach, Weis, Klaver, Elger, & Weber, 2006). Further-
more, concrete and abstract words show different patterns
of brain activations (Fiebach & Friederici, 2004; Bucur & Pa-
pagno, 2021). More recently, it has been shown that con-
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creteness estimates can be automatically generated from lan-
guage models by predicting this information from word em-
beddings (Képer & Im Walde, 2016; Wartena, 2024) or by
probing a generative model (Martinez et al., 2025). How-
ever, whether humans and language models have a shared
representation of concreteness is an unexplored line of re-
search. In this work, we address this gap by asking three
questions: i) is there an alignment of single word meaning be-
tween language models representations and human mental
representations? ii) Do humans and language models implic-
itly represent concreteness? iii) Can concreteness explain the
degree of alignment between humans and models? To ad-
dress these questions, we ran a behavioral experiment with
40 participants consisting of two tasks: 1) in a first task, par-
ticipants were asked to rate 9880 triplets in an odd one out
task (Turini & V0, 2022) generated from all possible combina-
tions of 40 German nouns varied along the concreteness axis.
Participants selected the odd word in a triplet of words en-
abling us to build an implicitly derived representational space;
2) in a second task, the same participants were asked to ex-
plicitly rate concreteness of the same nouns. We used Rep-
resentational Similarity Analysis (RSA) (Kriegeskorte, Mur, &
Bandettini, 2008) to compare the representational spaces de-
rived from the odd one out task and from word embeddings
coming from German versions of 5 language models (fast-
Text, word2vec, BERT base, BERT large, GPT2). Following
Oota, Gelik, Deniz, and Toneva (2024), we performed ablation
experiments to investigate whether the representational align-
ment between humans and language models is driven by a
concreteness effect.

Methods

Stimuli generation: We selected 40 nouns by using spectral
clustering of word vectors (fastText) from a larger sample of
811 nouns. All words were selected from one cluster, ensur-
ing semantic similarity among items. Words were selected to
vary along the concreteness axis, and, as control condition, in
word frequency. For concreteness values we used the auto-
matically generated ratings provided by Képer and Im Walde
(2016). Word frequency, i.e., how frequent a word is in a rep-
resentative corpus of a language, was extracted by Subtlex-
de (Brysbaert et al., 2011). Additionally, we controlled for the
number of characters of each word (between 5 and 9), and
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Figure 1: Partial correlations for the behavioral model
(odd-one-out) and the computational models (language
models): The representational space derived from the odd-
one-out (in blue) is only correlated to the rated concreteness
space, while language models (other colors) are aligned to
other feature spaces as well. The representational spaces
derived from all language models but GPT2 (in red) show
alignment not only to concreteness but also to word frequency.
GPT2, instead, is correlated to word length and OLD20. (***p
<.001, *p < .01, *p < .05).

Orthographic similarity (i.e., OLD20, Yarkoni, Balota, and Yap
(2008)).

Behaviorally-derived Representational Dissimilarity
Matrix (RDM): It was constructed by averaging the triplet
ratings that contain the specific word pair (for more details
see Turini and V4 (2022)). For language models, all com-
putational RDMs were derived using the pairwise cosine
distances between word embeddings. For each variable of
interest (concreteness, word frequency etc.) we additionally
built explicit feature spaces using euclidean distance.

RSA: it was performed using Spearman correlations be-
tween the vectorized lower triangles of the RDMs. For the ab-
lation approach, individual variables were removed from word
vectors using a residual approach (Oota et al., 2024), by pre-
dicting word embeddings from the ablated variable, training
a ridge regression, and subtracting predictions from original
vectors.

Results

The RSA revealed that the behavioral RDM generated from
the odd-one-out similarity task and the computational RDMs
generated from the language models are significantly aligned
(fastText, p = .51, word2vec p= .53, BERT base p= .24, BERT
large p= .37, GPT2 p= .14). To assess whether and how
strongly humans and language models, considered indepen-
dently, represent the different word features, we calculated
partial correlations with the respective feature while controlling
for all other features. Only concreteness (p= .53) was repre-
sented in the behaviorally based similarity space, but not with
any of our control variables (word frequency, word length, and
orthographic similarity). In contrast, concreteness and word
frequency are represented in all computational models except
GPT2, and word length and orthographic similarity show little
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Figure 2: Representational Similarity Analysis after re-
moving each feature: Compared to the original correla-
tions between the non-ablated computational representation
(lightest shade of blue) and the representation derived from
the odd-one-out task, the biggest drop is observed when re-
moving concreteness (dark blue) for all language models.
(Williams’ test, ***p < .001, ™ p < .01, *p < .05)

Correlation

to no representation across models (see Fig. 1).

When selectively removing word features from word em-
beddings and rerunning the RSA with the Behavioral RDM,
we find a consistent drop of alignment when concreteness is
removed for all language models (on average, 20%). No other
variable shows a comparable drop in the alignment when ab-
lated from word vectors (see Fig. 2).

Discussion

By investigating the representational alignment between hu-
mans and language models, we here show that: i) both sys-
tems are independently aligned to a representational space
based on explicit concreteness ratings (Fig 1), ii) removing
the concreteness feature from the semantic spaces of the lan-
guage models decreases their alignment with the human data
(Fig. 2), and iii) removal of ‘lower-level’ orthographic or lexical
features has no comparable influence on the human-model
alignment (Fig. 2). Taken together, these results show a
concreteness effect in the representational alignment between
human word representations and language models. While we
show that concreteness is a relevant dimension organizing se-
mantic representations in the human mind, also implicitly, and
that language models represent concreteness in highly sim-
ilar ways, the question arises how the abstract-concrete di-
mension is organized in the human brain. Thus, extending the
present approach to functional neuroimaging data and model-
to-brain alignment will be highly fruitful to improve our under-
standing of the organization of semantic representations in the
human brain.
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