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Abstract
Predictive processing models suggest that emotions
arise from the hierarchical computation of prediction er-
rors across signals. However, this framework alone can-
not account for the subjective, evaluative quality of emo-
tional experience. Here, we extend predictive processing
by integrating higher-order theories of emotion, propos-
ing that emotional valence emerges from value judg-
ments grounded in conceptual self-processing over sen-
sory and contextual representations. This framework of-
fers a mechanistic account of how subjective emotional
experience arises through inferences about the dynamic
interplay between world- and self-models within a shared
computational architecture.
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Introduction
The subjective experience of valence—how something feels
good or bad—is a defining feature of emotional experience,
yet it is often underexplained in mechanistic models. Pre-
dictive processing (PP) offers a powerful framework, describ-
ing emotions as Bayesian inferences that minimize predic-
tion errors (PEs) by integrating interoceptive and exteroceptive
signals with prior expectations (Clark, 2013; Barrett, 2017).
Emotions emerge when mismatches between predictions and
sensory inputs signal the need for adaptive updating—for in-
stance, unexpected social rejection may trigger sadness by
violating social priors (Mobbs et al., 2019). While this model
captures key aspects of emotional dynamics, it tends to for-
malize valence and arousal as mere functions of prediction
error properties (Joffily & Coricelli, 2013), risking a conflation
of emotional experience with generic state with heightened
salience and/or surprise, and leaving the subjective, evalua-
tive quality of emotion insufficiently accounted for.

On the other hand, higher-order theories of emotion offer
a compelling account of emotional experience by emphasiz-
ing the role of conceptual self-processing (LeDoux & Brown,
2017). A central claim of these theories is that emotions arise
when self-schemas are integrated into a conceptual represen-
tation of the scenario—encompassing both the stimulus and
its context. This self-related layer of representation is seen as
critical for emotional experience. As such, higher-order the-
ories are well-suited to explaining the felt quality of valence,
explicitly linking emotional experience to metacognitive aware-
ness. However, in contrast to predictive processing, these the-
ories offer limited mechanistic specificity. It remains unclear
how self-related representations are instantiated in the brain
or how they interact with lower-level perceptual and interocep-
tive processes.

Here, we extend existing models by integrating concep-
tual self-processing into the predictive processing framework
to account for the subjective dimension of emotional experi-
ence. We propose that emotions arise when an individual
not only predicts and integrates affective signals to form a co-
herent representation of the stimulus and its context, but also

performs higher-order value judgments over this world-model,
leveraging distilled conceptual information grounded in a dy-
namic self-model.

Neural Basis of Hierarchical Inference
Underlying Emotions

We propose that emotional experience unfolds across three
hierarchical stages of neural processing. The first two stages
are consistent with standard predictive processing (PP) mod-
els, which frame emotions as emerging from the prediction
errors across interoceptive and exteroceptive inputs and their
conceptualization (Hohwy, 2020; Seth, 2013). First, subcorti-
cal systems integrate these sensory signals to generate rapid,
survival-oriented affective responses (Barrett, 2017). These
non-conscious states guide behavior by highlighting biologi-
cally salient stimuli and initiating autonomic reactions. Sec-
ond, cortical networks incorporate contextual and semantic
information to refine these affective predictions and reduce
ambiguity (e.g., “Is this dangerous?”). At this level, emotional
signals are reinterpreted through situational knowledge and
conceptual associations, but still lack subjective, first-person
significance.

The third stage, by contrast, extends beyond the standard
PP framework and aligns with predictions from higher-order
theories of emotion. We argue that subjective emotional ex-
perience—and the evaluation of valence—requires an addi-
tional layer of conceptual self-processing (LeDoux & Brown,
2017; LeDoux & Lau, 2020). This involves binding higher-
order representations of a situation to a dynamic self-model
comprising schematic knowledge of past experiences and as-
sociated propositional attitudes (Jiang & Luo, 2024). Crucially,
this self-related inference goes beyond lower-order, reflexive
representations and entails abstract evaluation of the situa-
tion’s relevance to the self. Valence, on this view, is not com-
puted merely as a function of prediction error properties, but
as a higher-order inference about self-relevance, shaped by
internalized beliefs, goals, and values.

This integration is supported by a network centered on
the ventromedial prefrontal cortex (vmPFC), anterior cingulate
cortex (ACC), and medial temporal lobe (MTL). Prior research
has consistently implicated the vmPFC in memory-based
value judgment and decision-making, particularly through its
role in indexing schematic information from autobiographical
memory (Hampton et al., 2006; Hebscher & Gilboa, 2016;
Vaidya & Badre, 2020). More recent findings suggest that
vmPFC specifically supports the evaluation of personal sig-
nificance, rather than normative value, reinforcing its central
role in self-referential processing (D’Argembeau, 2013; Kim
& Johnson, 2015). This aligns with longstanding theories
emphasizing the use of autobiographical memory schema in
self-related evaluation and decision-making (Kihlstrom et al.,
1988; Conway & Pleydell-Pearce, 2000; Prebble et al., 2013).

Notably, this third stage of self-processing does not require
a separate mechanism outside the predictive framework, as
some traditional higher-order theories imply. Rather, the in-



tegration of self-schematic information is consistent with the
same higher-order inference mechanisms involved in implicit
metacognition for perceptual monitoring (Dijkstra et al., 2022;
Bein & Niv, 2025). Both processes rely on medial prefrontal-
centered networks that perform dimensionality reduction and
guide memory reactivation through interactions with posterior
brain regions. The distinction between emotional valence and
perceptual metacognition is thus content-selective, driven by
a specialization for self-referential information in the vmPFC.

Formalization of Valence Computation Within
the Higher-order PP Framework

We provide a high-level formalized account in which emotional
experience arises from the interaction between two internal
systems: the world-model and the self-model (Johnson-Laird,
1983; LeCun, 2022; Jiang & Luo, 2024). While unified by
shared predictive processing mechanisms, these systems di-
verge in the content they access and the inferences they gen-
erate.

The world-model receives input in the form of an external
stimulus, denoted Sx. The world-model starts by computing
an intrinsic value based on current interoceptive and home-
ostatic states. This value reflects bottom-up bodily signals.
To evaluate the meaning of this stimulus, the model performs
a similarity-based search over a structured factual memory
base off semantic knowledge and contextual representations.
The value function returns the most similar knowledge and re-
trieves its associated information for further usage. For initial
evaluation, the value associated with an stimulus is defined
as an linear combination of the intrinsic value and the value
learned from prior indexing (D’Argembeau, 2013). This oper-
ation thus supports an recursive evaluation based on concep-
tualization and generalization, allowing for the process novel
inputs based on existing knowledge:

MSx ← arg max
Mi∈Fact

Similarity(Sx,Mi)

Value(Sx) =Value(MSx)+ IntrisicValue(Sx))

Once this associated value is computed, it is compared to a
previously constructed value for the predicted stimulus, allow-
ing the system to compute a prediction error:

PEworld =Value(Sx)−Value(Pred)(Sx)

The prediction error computed in the world-model then
serves as a precision-weighting signal for higher-order infer-
ence within the self-model. First, the self-model maps Sx
and its associated prediction error into a high-dimensional
identity space. This transformation produces a vector Msel f ,
representing the conceptual information associated with self-
referential memory schema (LeDoux, 2020; Bein & Niv, 2025).
This mapping operation relies on semantic transformation
mechanisms, which we can denote as:

msel f = Φ(Sx,PEworld)

To evaluate the relevance of msel f , the self-model performs
a second similarity-based memory retrieval—this time from
the autobiographical memory system (Conway & Pleydell-
Pearce, 2000). This system stores emotionally tagged, self-
relevant episodes from past experiences. The retrieval yields
two key outputs: a self-representation SR and an associated
valence VSR . The former reflects the version of the self most
relevant to the current stimulus, while the latter encodes the
valence of the past episode based on previous inferences.

[SR,VSR ]← arg max
Mi∈MAuto

Similarity(msel f ,Mi)

The autobiographical retrieval process is supported by the hip-
pocampus and medial temporal lobe structures, which enable
episodic simulation, as well as the ventromedial prefrontal cor-
tex, which integrates memory with value and identity-related
features.

The next step in the self-model involves computing a self-
prediction error—that is, the mismatch between the current
self-representation Msel f and the self-state the model would
have predicted in this situation, denoted M̂sel f . This mismatch
is not an arithmetic difference but a semantic distance in iden-
tity space. This operation reflects psychological conflict or co-
herence: how closely the actual meaning of a situation aligns
with one’s expectation.

The final computation within the self-model is the emotional
valence itself. This value results from integrating multiple com-
ponents: the self-prediction error, the retrieved valence of
the self-representation, and the interaction between self and
world-model prediction errors. The formal expression for this
integration is as follows:

Valence = α ·PEsel f ·SR+β ·VSR

The first term captures how the accuracy of one’s self-
predictions contributes to affective tone. For instance, a close
match between Msel f and M̂sel f may yield confidence or pride,
while a discrepancy may induce guilt or shame. The sec-
ond term ensures emotional continuity, allowing the system
to ground present emotions in past affective states, reflecting
a consistent emotion schema at individual level.

Conclusion
We propose a higher-order predictive processing account of
emotion, in which valence computation is formalized as value
judgment instantiated through higher-order inference via con-
ceptual self-processing.
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