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Abstract 
When we memorize visual stimuli, their content is 
processed at multiple levels, ranging from the 
fine-grained perceptual details to the semantic 
concepts and categories. However, it is unclear to 
which extend low- and high-level information is 
maintained in memory over time. Real-world 
stimuli are not ideal for investigating this 
question, as they often exhibit strong correlations 
between processing levels: Conceptually similar 
objects tend to share similar visual features. 
Using generative AI we created a new database of 
496 image pairs orthogonalizing semantic 
(word2vec) and perceptual (CoreNet-S) 
information. Specifically, we generated image 
pairs that either (a) depict objects from distinct 
semantic concepts but are perceptually similar, 
or (b) show the same object but are perceptually 
dissimilar.  
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Introduction 
The ventral visual stream is structured in a 

hierarchy where early visual areas respond to simpler 
features, while complex features are processed in 
more rostral areas (Cichy et al., 2016; Guclu & Van 
Gerven, 2015; Yamins et al., 2014). A similar 
topographical organization also exists during memory 
retention, as specialized cortical areas hold 
representations of distinct visual features 
(Christophel et al., 2017). However, the relative 
relevance of the different processing levels for later 
memory recollection and their maintenance over time 
is still an open question (Kwak & Curtis, 2022; Liu et 
al., 2020). 

Importantly, different processing levels are 
not independent but rather vary together (Liu et al., 
2021). Specifically, real-world stimuli which are 
semantically similar are also likely to show perceptual 
similarities. This is particularly problematic when 
investigating (working) memory, because of the 
relatively low number of trials per experiment in 
comparison to classical vision research. Together, 
these factors may cause a lack of power to detect 

differences with regards to the degradation low- and 
high-level information during memory maintenance.  

  We propose a new pipeline to artificially 
generate a set of stimuli dissociating perceptual 
(CORnet-S) and semantic (word2vec) information 
(Kubilius et al., 2018; Mikolov et al., 2013). The 
objective was to create image pairs that either (a) 
depict objects from distinct semantic categories but 
are perceptually similar, or (b) show the same object 
but are perceptually dissimilar.  

The key innovation of the presented 
approach lies in the use of generative AI (Stable 
Diffusion XL) allowing us to substantially increase the 
perceived similarity between semantically unrelated 
images (Podell et al., 2023).  

Procedure 
Our pipeline has two main components. First, 

we sample image pairs from the THINGs database of 
object concepts (Hebart et al., 2019). Second, we use 
Stable Diffusion XL to generate new images from the 
original pair (Podell et al., 2023).  
Sampling images from the THINGs database. 
We chose the THINGs database as it comprises 
images as well as the corresponding object concepts. 
This facilitated the comparison between the visual 
and semantic stimuli embeddings. We first computed 
the similarities of all image pairs in the database using 
CORnet-S and word2vec (Kubilius et al., 2018; 
Mikolov et al., 2013). We used only the IT layer of the 
CORnet-S model, as the similarity ratings from this 
layer resembles the perceived similarity as judged by 
humans the most. Similarities are calculated as 
Pearson correlations. To dissociate the perceptual 
and semantic dimensions, we then sampled pairs as 
from the database which scored high on one similarity 
dimension and low on the other.  
Boosting the perceived similarity using 
generative AI. In the next step we set out to further 
increase the perceived similarity of the across 
concept image pairs. This step was necessary since 
it proved particularly difficult to maximize the 
perceptual similarity while minimizing the semantic 
relatedness using the sampling approach alone.  

To artificially generate images, we use a text-
guided image-to-image pipeline based on Stable 
Diffusion XL (Podell et al., 2023). For each of the 



sampled perceptually matching pairs, we used the 
first image as visual input to stable diffusion and used 
the concept of the second image as text prompt. The 
newly generated image thus displayed an object from 
to the second concept class while guaranteeing a 
high perceptual similarity to the first image.  
 We also regenerated all the other images to 
exclude any biases due to visual features that are 
introduced by stable diffusion itself. Yet, for these 
images we used text prompts which were aligned with 
the image input.  

Results 

 
Figure 1: Three example image sets. (left-middle) 
High semantic and low perceptual similarity. (middle-
right) Low semantic and high perceptual similarity.   
 
On visual inspection the generated images fulfilled 
the desired criteria, i.e. pairs of images displaying 
semantically distant concepts showed a very high 
perceived similarity and vice versa.  
We confirmed this intuition by computing the CORnet-
S (IT layer) similarities for image pairs depicting 
objects from the same concept (ostrich-ostrich) and 
image pairs depicting objects from semantically 
distinct concepts (ostrich-key).  

Our results showed that the perceptual 
similarity is substantially lower for within concept pairs 
than for across concept pairs (t(494)=35.02, p<.001). 
Thus, we successfully dissociated  

Figure 2: CORnet-S (IT layer) similarities for image 
pairs showing objects from the same or different 
concepts.  

 
perceptual and semantic processing levels in the 
newly created database of 496 image pairs. 
Importantly, the presented pipeline is scalable, so that 
future work may further increase the total number of 
images.  

We hope that the new stimuli set will prove 
useful for the investigation of memory processes and 
the maintenance of low- versus high-level information 
over time. 
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