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Abstract

Understanding the role of embodiment in cognition is
critical for advancing both neuroscience and artificial in-
telligence. While biological systems rely on multimodal
sensorimotor interactions to ground meaning, artificial
models often lack this grounding, limiting their ability
to generalize across tasks and environments. In this
work, we investigate the emergence of sensorimotor af-
fordances within a Global Latent Workspace (GLW)—a
multimodal deep learning architecture inspired by the
Global Workspace Theory of consciousness. We train
a reinforcement learning agent to perform a simulated
embodied task (Obstacle Tower Challenge), and use its
sensory-motor data to train a GLW multimodal repre-
sentation (based on an encoder-decoder structure linked
with each modality). We compare the GLW representation
of images (from the agent’s point of view) with the same
image representations from a variational autoencoder.
Our analysis reveals that the sensorimotor GLW com-
presses visual information into a structured motor latent
manifold, naturally clustering affordance-relevant repre-
sentations. Notably, these affordances enable zero-shot
visual scene generation based on motor states, providing
preliminary empirical support for sensorimotor theories
of consciousness. By embedding affordances in a shared
latent space, the GLW framework offers a biologically in-
spired path toward more generalizable and grounded ar-
tificial perception.
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Introduction

Sensorimotor experiences are crucial in shaping human intel-
ligence. Motor activity from early development sculpts neu-
ral circuits for spatial and causal reasoning (Hadders-Algra,
2018). Current Al systems based mainly on language statis-
tics lack understanding of spatiotemporal relationships (Ben-
der & Koller, 2020; Huang et al., |2025). Although vision-
language-action models offer promise, fully integrating lan-
guage with sensorimotor capabilities remains a challenge,
fueling interest in approaches like the embodied Turing test
(Zador et al., 2023). Drawing on Global Workspace The-
ory (Baars, [1993; [Mashour et al., [2020) and Sensorimo-
tor Contingency Theory (O’Regan & Noél 2001} |O’Regan,
2011), we suggest that early consciousness evolved for real-
time sensorimotor control. The recently proposed Global La-
tent Workspace (GLW) framework integrates specialized pre-
trained modules using encoder-decoder pairs (Devillers et al.,
2024; |[VanRullen & Kanalil, 2021). Inspired by Gibson’s affor-
dances and studies on embodied agents (Clay et al. 2021,
2023; |Gibson, [1979) our Sensorimotor GLW is trained on cu-
rated stimulus-action pairs from a high-performing RL agent
and benchmarked against a Variational Autoencoder, marking
a preliminary step toward integrating conscious-like process-
ing with modern Al.

Methods
Data Collection and Environment

Sensorimotor data is gathered from an RL agent trained in
the procedurally generated 3D jump-and-run puzzle Obstacle
Tower Challenge environment (Juliani et al.,[2019). The agent
processes raw images (3x168x168) and 11-dimensional vec-
tors representing scene and environment meta-information,
outputting a 54-dimensional one-hot action vector. After 10
million training steps—when the agent typically reaches level
4—we performed inference runs collecting 850,000 image-
action pairs. A video of the final, inference RL agent interact-
ing with the environment is available at https://youtu.be/
cNMItuHy_J8.

Unimodal Modules and Global Latent Workspace
(GLW) training
The vision module compresses ~100,000-dimensional im-
ages into 64-dimensional latent codes using a VAE trained
on the above-collected vision data over 100 epochs. In con-
trast, the motor module does not need training. It encodes
the 54-dimensional motor outputs into 4 discrete dimensions
that represent forward-backward movement, left-right, jump-
ing, and rotation. Together, these modules provide the input
data for subsequent global latent workspace (GLW) training.
The GLW integrates the data from both modules into a
shared latent space, ensuring alignment between modali-
ties and enabling both input retrieval and cross-modal trans-
lation or broadcast. It consists of multiple 3-layer percep-
tron encoder-decoder pairs connecting each unimodal mod-
ule to the central workspace as illustrated in Figure [1] (A).
The encoder-decoder structures are optimized with transla-
tion, contrastive, and cycle-consistency (full and half-cycle)
losses (Devillers et al.l [2024). We trained 4 GLW architec-
tures—with variations in layer sizes and loss weights—on the
0.8 million image-action pairs for 100 epochs. The subse-
quent analysis focuses on the best-performing architecture
with 96 neurons for each coder layer, a workspace size of 32
and all loss terms having equal coefficients, except translation
that is increased by a factor of 2. Other network parameters
yield qualitatively similar results.

Results
Affordance Accuracy and Visual Reconstruction

Motor affordance accuracy was measured using the vision
module as input and then comparing the continuous GLW
motor latent outputs to the discrete RL action values as
groundtruth in Figure[T](B). Nearest neighbor mapping of GLW
motor latents to discrete actions (e.g., 0.6 is mapped to 1, -0.3
to 0, and -0.7 to -1) yields 74% of correct sensorimotor affor-
dance pairings. Visual reconstruction loss, assessed via the
mean squared error comparing the original VAE latents with
the latents after a complete GLW cycle (from vision to action
and back), varied by action category—for instance, less fre-
quent scenes affording jumping actions showed higher loss
(range from MSE=0.4 frequent to MSE=0.7 rare event).


https://youtu.be/cNMItuHy_J8
https://youtu.be/cNMItuHy_J8

Sensorimotor Affordance Clusters

Using t-SNE to visualize latent representations, we ob-
served distinct sensorimotor affordance clusters in the GLW
compared to the VAE. Clusters were pronounced for for-
ward/backward, left/right slide, and jumping actions, while ro-
tation showed less distinct grouping. The results are illus-
trated for the first two motor dimensions in Figure [{] (B).

Affordance Scene Generation

The GLW’s broadcasting ability enables the direct transla-
tion of motor information into visual scenes. Although de-
coding of the original discrete RL motor outputs as GLW
inputs produced blurry images, slight deviations in the 4-
dimensional motor latent space generated rich, affordance-
specific scenes (e.g., forward movement produced deeper
visual scenes, while walls emerged during backward move-
ment). Videos demonstrating latent space traversal are avail-
able at https://youtu.be/bsiUs-81TO0 (forward to back-
ward) and |https://youtu.be/ZAlslWs5wzU| (right to left
slide).

Discussion and Outlook

State-of-the-art multimodal LLMs lack robust spatial under-
standing which may require embodiment (Bender & Koller,
2020;|Huang et al.,2025). Our work unifies Global Workspace
Theory and Sensorimotor Contingency Theory in the Global
Latent Workspace (GLW), offering a mathematically tractable
model that deepens our understanding of embodied intelli-
gence and its relation to conscious-like information process-
ing. Despite these advances, our GLW is still an encoder-
decoder structure rather than a fully integrated agent. Bridg-
ing this gap by combining RL and GLW training represents a
promising direction toward achieving state-of-the-art embod-
ied robotic systems and approaching an embodied Turing test
(Zador et al.l |2023). Moreover, our generative results hint at
the potential benefits of incorporating predictive processing
with motor affordances to yield more robust, noise-resistant
representations (Seth, 2014} Taniguchi et al., [2023).

Future work will focus on evaluating GLW affordances on
downstream visual tasks—such as predicting distances to ob-
stacles—to further demonstrate its practical utility. Preliminary
findings suggest that GLW representations encode spatial re-
lationships more effectively than conventional VAEs, paving
the way for deeper exploration into the cognitive benefits of
embodied intelligence.
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Figure 1: A A variational autoencoder (VAE) is trained to re-
construct the images collected during the inference runs of a
reinforcement learning agent. The latent vectors from the VAE
as vision module and the motor module serve as unimodal in-
puts to the GLW. The vision and motor encoders ey and ey
serve to map the inputs onto a shared latent representation
(the GLW proper). Decoder networks dy and dy serve to
map the GLW representation back into the format of each uni-
modal’s domain, thereby implementing the “broadcast” idea
at the heart of GWT. B Motor Distribution of the GLW motor
decoder dj; output for the forward-backward and left-right ac-
tion dimensions. Motor latents are colored according to the
discrete RL ground-truth values. E.g., green are latent mo-
tor output values of input image scenes which the RL agent
associated with a forward action value of 1. GLW t-SNE em-
beddings of latent representations from the central GLW layer.
Color coding as for Motor. VAE t-sne for VAE latents.
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