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Abstract: 

Human choice is often affected by the context of 
available alternatives, a phenomenon known as choice 
context effects. To explain context effects, current 
models require the choice options to be described by two 
numerical attributes. However, decision-makers are not 
restricted by these attributes and might represent the 
options by additional latent attributes. Here, we propose 
using participants’ neural representations to gain access 
to the full attribute set they consider, while relaxing the 
assumptions regarding their attribute space. We aimed 
to use these representations to predict the context 
effects in participants’ choices. We estimated the context 
effects elicited by lottery stimuli using one behavioral 
sample (𝒏 = 𝟏𝟐𝟐) and then recruited two independent 
fMRI samples in a preregistered design (𝒏𝒇𝒊𝒓𝒔𝒕 =

𝟐𝟖, 𝒏𝒓𝒆𝒑𝒍𝒊𝒄𝒂𝒕𝒊𝒐𝒏 = 𝟑𝟒) to estimate the neural 
representations of each lottery without the context of 
choice. We predicted the context effects based only on 
the neural similarity between the individual lotteries, 
improving out-of-sample predictions by 14% and 
explained variance by 20% compared to traditional 
methods. This framework can be generalized to any 
stimulus type and help extend the study of context 
effects to more naturalistic stimuli.  
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Main 

Human choices are known to be influenced by the 
interactions between available choice options and their 
attributes, a phenomenon known as choice context 
effects (Payne, 1982). One of the most well-known 
context effects in decision-making is called the decoy 
effect (Huber et al., 1982). It occurs when adding a third 
inferior “decoy” option to a set of two options, and while 
this third option is rarely selected, it influences the 
propensity of choosing one of the original options 
(“target”) over the other (“competitor”). For example, 
one could add a medium-sized high-priced cup of coffee 
to a menu already including large high-priced and small 
low-priced cups, to increase the sales of the large cup 
instead of the small one. The effect has been studied 
extensively over the past four decades and explained 
by various computational models (Dumbalska et al., 
2020; Herne, 1999; Simonson, 1989; Tsetsos et al., 
2010; Usher et al., 2019). 

When trying to explain choice context effects, 
researchers usually face two interacted problems. First, 
they try to understand the interactions between the 
available choice options, their attributes, and the effect 
on participants’ choices. Second, researchers cannot 
describe the full attribute space of each multi-attribute 
choice option, due to multiple latent attributes that 
cannot be explicitly described. For example, a cup of 
coffee could be described only by its volume size and 

price, but also has sensory attributes such as taste, 
temperature, and color. The inaccessibility of these 
latent attributes usually leads researchers to describe 
the choice options using only explicit and numeric 
attributes in a two-dimensional attribute space such as 
price and quality (Fig 1a). 

Here, instead of relying on the researchers’ traditional 
two-dimensional view of the choice options to predict 
the decoy effects, we propose to rely on the decision-
maker’s view. To do so, we seek to estimate the choice 
options’ representations as they are represented in the 
human brain in a data-driven way, with fewer 
assumptions regarding the structure of the underlying 
attribute space. In doing so, we provide a method which 
could be generalized to any higher-dimensional choice 
option by incorporating concepts from object 
representations and representational geometry into 
models of decision-making (Edelman, 1998; 
Kriegeskorte et al., 2008; Shepard & Chipman, 1970). 

 
Figure 1. (a-c) Behavioral sample experiment. (d-g) 
fMRI samples experiment. See details in text. 
 
Estimating the decoy context effects  
First, we aimed to estimate the decoy effects elicited by 
a wide range of lottery stimuli. Each lottery is described 
by a probability of winning an amount of money and 
otherwise winning nothing (e.g., 40% to win $20, 60% 
to win $0). The probabilities ranged from 25%-75% and 
the amounts ranged from 4-79 NIS (≈$1-$20).  

We recruited 122 participants who performed a 
standard decoy task (Fig 1b). They were randomly 
assigned to one of two groups (binary or trinary) and 
were asked in each trial to choose the lottery they 
prefer. In the binary group, participants were presented 
with two lotteries in each trial, the target and competitor. 
In the trinary group, participants were presented with 
three lotteries in each trial, which included the same two 
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lotteries as in the binary group and an additional decoy 
option. Participants were presented with 27 unique 
trials having either two or three lottery options. 

The decoy effects were calculated as the change in 
the propensity to choose the target option in the trinary 
group and in the binary group. As can be seen in Fig 1c, 
the magnitude of decoy effects in our behavioral sample 
ranged from -12.3% to 17.8%. Ultimately, our main aim 
was to predict this variability using only the neural 
representations of the individual lottery stimuli. 

The decoy effect is predicted by similarity of 
neural representations 
To do so, instead of analyzing each lottery based on its 
location in the explicit two-dimensional attribute space 
of amount and probability (Fig 1a), we analyzed it based 
on its location in the high-dimensional space of neural 
representations (Fig 1d). We recruited two additional 
independent fMRI samples in a preregistered design 
(𝑛௦௧ = 28, 𝑛௧ = 34). Inside the MRI scanner, 
participants were presented with only one lottery on 
each trial for a total of 31 unique lotteries and were 
asked to state how much they are willing to pay in order 
to participate in that lottery (Fig 1e). The lotteries were 
identical to the ones presented to the behavioral 
sample. Participants completed five identical blocks of 
31 trials each.  

To predict the decoy effects using neural 
representations, we calculated the representational 
dissimilarity matrix (RDM; Fig 1f) for each participant in 
each of eight pre-defined regions, including value-
related areas: Posterior and anterior cingulate cortices 
(PCC, ACC), ventromedial prefrontal cortex (vmPFC), 
ventral striatum (vSTR), and entorhinal cortex (EC), and 
sensorimotor areas: V1, M1, and middle temporal visual 
area (MT). We then trained and evaluated Lasso 
regression models to predict the decoy effects 
estimated from the behavioral sample using the eight 
RDMs averaged across the fMRI participants (Fig 1g). 

Using the first fMRI sample, we significantly predicted 
the decoy effects using only the neural similarity 
between the lotteries with an average error of 6.6% 
between the predicted and actual decoy effects 
(𝑅𝑀𝑆𝐸 = 0.066, 𝑝 = 0.0015, Fig 2a; 𝑟 = 0.473, Fig 2b). 
We replicated this result in the replication fMRI sample 
showing again high prediction success with an average 
error of 6.6% (𝑅𝑀𝑆𝐸 = 0.066, 𝑝 = 0.0016, Fig 2a; 𝑟 =
0.515, Fig 2b). Importantly, these models did not have 
direct access to the explicit attributes of the lottery 
options and used only the neural representations of the 
pre-defined visual, motor, and value-related ROIs. To 
serve as a baseline of prediction performance, we also 
trained a regression model to predict the decoy effect 
using the explicit attributes of each lottery (amount and 
probability) in each lottery triad, which performed worse 
than the RDM models with an average error of 7.6% 
(𝑅𝑀𝑆𝐸 = 0.0764, 𝑝 = 0.0109, Fig 2a; 𝑟 = 0.314, Fig 2b). 

This means our RDM models improved the predictions 
by 14% compared to the explicit attribute model. 

 
Figure 2. (a-b) Out-of-sample predictions. Each dot 
represents one fold. (c) Data fitting procedure. (d-f) 
Explicit attribute representation analysis. Details in text. 

To test whether the variance explained by the RDM 
models extended beyond the explicit attributes, we also 
performed data fitting with combined regression 
models, which included both the explicit attributes and 
the RDMs of the selected ROIs (Fig 2c). The combined 
models explained 20% more variance compared to the 
model using only explicit attributes (Baseline: 𝑅ௗ

ଶ =

0.548; First: 𝑅ௗ
ଶ = 0.756; Replication: 𝑅ௗ

ଶ = 0.782). 
This shows that the neural representations enclose 
unique information that goes beyond the explicit 
attributes of amount and probability. 

Lastly, we investigated whether the representations 
in our pre-defined ROIs primarily represented the 
lotteries’ explicit attributes. To do so, we calculated the 
explicit attributes RDM for all lotteries in the two-
dimensional attribute space (Fig 2e) based on the 
Euclidean distance between the amounts and 
probabilities of each pair of lotteries (Fig 1a). Then, we 
correlated the lower triangle of this attribute-RDM with 
the lower triangle of the neural RDM calculated for each 
ROI (Fig 2d, f). All pre-defined ROIs, except V1, had low 
correlations (ranging from 𝑟 = 0.019 to 𝑟 = 0.221), while 
V1 had a high correlation (𝑟௦௧ = 0.456, 𝑟௧ =

0.457) suggesting that V1 largely represented the 
explicit attributes while the other ROIs mainly 
represented latent attributes. We also repeated this 
analysis after controlling the perceptual similarity 
between the stimuli and found similar results 
(correlations shown in brackets in Fig 2d, f). Importantly, 
as our models used all pre-defined ROIs, they relied on 
a mixture of both latent and explicit attributes. 
Incorporating both types of attributes contributed to the 
superior performance of our models compared to 
traditional methods. 

In this work, we showed the advantages of using high-
dimensional neural representations to predict choice 
context effects. 
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