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Abstract

The human brain processes visual input quickly and re-
liably, even in the face of large perturbations in visual
input. How cortical computations solve object identity
under complex visual changes is not well explained by
current models. Recent work using deep neural net-
works (DNNs) points to recurrent processing, with mod-
els shown to be more resilient to visual complexity when
equipped with recurrent connections. Here, we explore
recurrent processing, and ask whether we can pinpoint
the substrates of these computations in the brain. We de-
sign a stimulus set including visual manipulations known
to trigger recurrent processing, from which we establish
a behavioural benchmark of performance markers of re-
current processing. We then record fMRI on participants
tasked with classifying the images from this stimulus set,
and compare our benchmark markers with cortical repre-
sentations. Preliminary results using this approach indi-
cate that regions in the prefrontal cortex as potential can-
didates for hubs of recurrent connectivity in the context
of challenging object recognition.
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Introduction

Object recognition is a fast, reliable process (DiCarlo, Zoc-
colan, & Rust, 2012). While DNN models of object recog-
nition mimic human behaviour in some tasks, they are also
limited in explaining it in the presence of complexity. The
computations that solve object identity under perturbation are
hence not clear. Recent research has studied this by mak-
ing object recognition difficult through visual transformations
such as occlusion or clutter. While models typically fail on
such tasks, humans are still able to recognise objects un-
der vast amounts of visual transformations. In these circum-
stances, however, recognition takes more time behaviourally
(longer RTs), and accurate decoding emerges later on in the
brain (Rajaei, Mohsenzadeh, Ebrahimpour, & Khaligh-Razavi,
2019).

This delay when images are noisy, occluded, or otherwise
degraded, points to extra-feedforward computations needed
to solve object identity. Evidence suggests that the mecha-
nisms responsible for denoising, discarding distractors, filling
in missing parts etc. are supported by recurrent processing
(Kar, Kubilius, Schmidt, Issa, & DiCarlo, 2019). This is rein-
forced by the observation that DNNs are better at complex
recognition when equipped with recurrence (Kietzmann et

al., 2019). However, the specific computations implemented
through recurrent processing are not well known yet.

Here, we and ask whether we can pinpoint the neural sub-
strates of recurrent processing when it solves different kinds
of visual challenges. We design a stimulus set to trigger recur-
rence, and use behavioural markers of the need for recurrent
processing across its conditions to investigate where these
computations take place in the brain.

Methods
Stimulus set

We built a stimulus set comprising 10 exemplar images from
8 different semantic categories covering a large range of an-
imacy and real world sizes (person, bird, cat, banana, tree,
fire hydrant, bus, building). We then created 4 challenging
versions of each image, by applying manipulations known in
the field to trigger recurrent processing (total stimulus set: 400
images from 40 conditions - 8 categories * 5 manipulations in-
cluding a control condition, see Fig. 1A). We applied deletion
by removing parts of the object, occlusion by adding grey
disks on top of objects (Tang et al., 2018), clutter by adding
cluttered backgrounds behind objects (Seijdel et al., 2021)
and low-pass phase scrambling by replacing the phase of
high spatial frequencies with noise (Goddard, Carlson, Der-
mody, & Woolgar, 2016).

To confirm the effects of our manipulations on recurrent pro-
cessing, we collected data online from 85 participants per-
forming a categorisation task on the 8 categories of the stimu-
lus set. Images were presented for 50ms, followed by a mask
on half of the trials. We established a benchmark of recurrent
processing effects by extracting backward masking effect on
accuracy and average reaction times (RT) per condition.

fMRI experiment

We recorded 3T fMRI data from a preliminary set of 11 par-
ticipants (25.5 + 4.8 years old, 5 females). The design of the
task during the recording followed that of the behavioural ex-
periment, with presentation times of 50ms, only without mask-
ing and with response times limited to 2.95s. Each image was
presented twice during the session.

Results

Visual manipulations trigger recurrent processing

Results from our behavioural benchmark show a significantly
larger backward masking effect on accuracy (all p < 0.05),
and significantly longer RTs (all p < 0.001) for each of the



4 challenging manipulations as compared to the control con-
dition. Additionally, we found a significant correlation be-
tween average RT and masking effect across our manipula-
tions (Pearson’s correlation, r = 0.9787, p = 0.0037, see Fig.
1B), showing that our indicators of recurrent processing con-
verge.

A. B. C.

A o N
b
-

900 4 control
clutter
875 deletion
—o— # occlusion
850 ¥ scrambling
825 +
800
M,
= 0.00 0.02 0.04
. Masking effect

Figure 1: A. Example image across 4 manipulations and with-
out manipulation (control). B. Scatter plot of average RT per
average masking effect across manipulations. C. RDMs of ab-
solute RT and masking effect differences per all 40 conditions,
organised by the 5 manipulation conditions.
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From these indicators, we built matrices using the absolute
difference in values across all pairs of our 40 conditions (see
Fig. 1C). The resulting representational dissimilarity matrices
(RDMs) were used as indices of recurrent processing for our
stimulus set, and compared with brain RDMs in the following
analyses.

Discarding of manipulations in brain
representations

To explore the content of representations across the brain,
we used a support vector machine to run pairwise decoding
across our 40 conditions. We looked at results from a set of
ROls defined through 44 parcels (Glasser et al., 2016). We
then built RDMs from the pairwise decoding accuracies (see
Fig. 2A) and used them to perform representational similarity
analysis (RSA) with several target models (see Fig. 2B & C).

We found limited correlations between ROIls and the ma-
nipulation model, with early visual cortex showing the highest
correlation (mean 0.07 £ 0.01 SEM). This is surprising con-
sidering the importance of manipulations in the visual aspects
of our stimulus set (see GIST model (Oliva & Torralba, 2001),
Fig. 2C). Conversely, we found evidence for category repre-
sentation in visual areas, especially in ventral visual stream
which showed correlations to the category model (mean 0.11
+ 0.01 SEM) and to the animacy model (mean 0.17 + 0.02
SEM).

A potential explanation is that the brain can successfully
discard the noise that our manipulations represent during the
categorisation task. Supporting this view is the correlation of
superior parietal cortex with the category model (mean 0.09
+ 0.01 SEM) but less so with the animacy model (mean 0.03
+ 0.01 SEM), which could indicate a task-driven discarding of
visual manipulations, in favour of categories.

Correlates of recurrent effects in the brain

We next investigated whether we could find correlates of re-
current processing in the brain, as benchmarked for our stimu-
lus set. To do so we used the RT and masking effect RDMs in
our RSA, and looked for ROlIs that showed a correlation with
these markers of recurrent processing.

We did not find correlations with the RT model, except for
somatosensory and motor cortex (mean 0.05 £ 0.02 SEM).
The latter also shows correlation with the category model
(mean 0.23 £ 0.01 SD), which seems to indicate that any cor-
relation with the RT model should be response-driven.
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Figure 2: A. Pairwise decoding RDMs. B. RSA results for the
ROIs shown in A.. Dotted gray lines indicate split-half noise
ceilings for each ROI over the 11 participants. C. Theoretical
models used in RSA (for RT and masking effect, see Fig. 1).

We found the strongest correlations with the masking model
for dorsolateral prefrontal cortex (mean 0.04 + 0.01 SEM, see
Fig. 2) and anterior cingulate and medial prefrontal cortex
(mean 0.04 £ 0.01 SEM). Both ROls did not appear to be
visually driven (mean correlation with GIST: -0.04 = 0.01 and
-0.02 + 0.01 for the latter), which could point them as potential
recurrence-driven regions for our task.

Conclusion

Our preliminary results demonstrate the use of our be-
havioural benchmark for studying recurrent processing in the
brain. Using a stimulus set with clearly defined category and
manipulation dimensions, we were able to find representa-
tions for the former more than for the latter, which points to the
successful discarding of task-irrelevant visual complexity dur-
ing visual categorisation. Moreover, we could find some corre-
lations with one of our recurrent processing indicators, mask-
ing effect, in two regions in the prefrontal cortex. This shows
the potential of this approach in finding the potential sources
of recurrent connectivity during challenging object recognition.
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