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Abstract
Recent studies have shown that inducing bias from neu-
ral data in language models can enhance their ability to
encode brain activity and improve performance on lan-
guage tasks. However, these approaches have mainly fo-
cused on a single language. Given recent evidence that
semantic representations are shared across languages in
the bilingual brain, we ask whether brain-informed fine-
tuning can reveal latent multilingual capabilities in lan-
guage models. To test this, we fine-tune pretrained mono-
lingual Transformer models (English and Chinese BERT)
using fMRI data from bilingual individuals. We find that
fine-tuning improves downstream performance not only
in the language used for training but also in the other
language, indicating cross-linguistic generalization. Fur-
ther, the encoding performance of the fine-tuned model
across other participants remains the same, suggesting
that the brain bias introduced by fine-tuning is shared
across bilingual individuals.
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Introduction
Recent research has demonstrated that text-based language
models can predict human brain activity during language
processing, suggesting parallels between artificial and neu-
ral language representations (Wehbe et al., 2014; Jain
& Huth, 2018; Toneva & Wehbe, 2019; Schrimpf et al.,
2021; Caucheteux & King, 2022; Goldstein et al., 2022;
Karamolegkou et al., 2023). Although these models effectively
capture patterns in brain activity, they are not originally trained
to capture language representations in the human brain.

Fine-tuning text-based language models with brain data
has been shown to improve their neural encoding perfor-
mance without negatively affecting downstream natural lan-
guage processing (NLP) tasks (Schwartz et al., 2019). Sim-
ilarly, brain-informed fine-tuning approaches have recently
been applied to speech-based language models, yielding im-
provements in downstream NLP tasks (Moussa et al., 2024;
Vattikonda et al., 2025). However, prior research has primar-
ily focused on a single language (usually English), overlooking
the prevalence of bilingualism in human populations. This lim-
itation is particularly notable given recent neuroscientific evi-
dence revealing that bilingual individuals have shared seman-
tic representations across languages (Chen et al., 2024).

Our study investigates whether fine-tuning language mod-
els with brain data from bilingual individuals can reveal latent
multilingual capabilities. Specifically, we fine-tune monolin-
gual text-based language models using bilingual fMRI (func-
tional magnetic resonance imaging) data collected during nat-

uralistic language. We find that fine-tuning language models
with bilingual brain data improves language models’ down-
stream NLP performance not only in the language used for
fine-tuning but also in the second language. Furthermore,
this fine-tuning does not degrade their brain encoding perfor-
mance. Our results contribute to the alignment between brain
and computational multilingual language representations, of-
fering insights into the development of brain-inspired multilin-
gual NLP systems.

Methodology

Dataset We used functional magnetic resonance imaging
(fMRI) to record human brain responses from six bilingual par-
ticipants (three males and three females) fluent in both Man-
darin Chinese (native) and English (non-native). Each partici-
pant read 11 spoken stories (narratives) from The Moth Radio
Hour word by word, in English (en) and Chinese (zh) (previ-
ously used by (Chen et al., 2024)) in separate sessions. Of
these narratives, seven were used for fine-tuning the models,
three were utilized for training the voxelwise encoding models,
and one was reserved for testing. The same set of narratives
was used consistently across both the English and Chinese
conditions. The BOLD responses were z-scored before us-
age.

Text-based Language Models We fine-tune two monolin-
gual Transformer-based text-based language models: English
BERT (bert-en) and Chinese-BERT (bert-zh) (Devlin et al.,
2019). Both models share an identical architecture compris-
ing 12 Transformer layers with a hidden size of 768, differ-
ing only in their pretraining language datasets. Pretrained
model checkpoints were obtained from HuggingFace (Wolf et
al., 2020).

Fine-tuning Language models with Brain Data We per-
formed supervised full fine-tuning of pretrained language
models by updating all model weights using fMRI BOLD
(blood-oxygenation-level–dependent imaging) responses as
targets. Transcripts of the training narratives were provided
as inputs to the model, using a sequence length of 20 tokens.
For each input word, we extracted the representation corre-
sponding to the last token from the last hidden layer. These
representations were then passed through a pooling layer
designed to perform downsampling and temporal delaying.
The pooled representations were projected into voxel space
through a linear layer, thereby predicting per-voxel BOLD re-
sponses. Training was performed using batched inputs and
optimized with AdamW (Loshchilov & Hutter, 2017) (lr = 1e-4)
for 30 epochs. Our training objective minimized the NT-Xent
(Normalized Temperature-Scaled Cross-Entropy) loss (Sohn,
2016) between the predicted and actual BOLD responses.



GLUE tasks (english) CLUE tasks (chinese)
CoLA SST-2 MRPC (Acc.) STS-B (Pear.) QQP (Acc.) MNLI-m MNLI-mm QNLI RTE WNLI afqmc cmnli csl iflytek tnews chid c3

vanilla-en 53.38 92.08 79.41 88.06 90.84 84.38 84.64 91.45 67.15 49.30 69.00 68.34 71.20 47.86 50.92 10.66 42.64
ft-en 55.75 93.12 80.88 88.10 90.91 84.69 84.71 91.65 66.43 50.07 69.00 68.63 71.43 46.79 50.60 10.66 41.12
vanilla-zh 42.17 85.09 78.43 80.06 86.40 73.42 74.33 82.56 61.01 56.34 75.25 80.50 80.18 60.25 56.44 10.66 49.74
ft-zh 43.25 86.12 78.19 79.44 86.48 73.65 74.82 82.99 58.48 56.34 75.25 80.83 80.73 60.29 56.28 10.66 49.92

Table 1: Performance on downstream NLP tasks. Bolded values indicate equal or improved performance compared to the
corresponding pretrained (non-fine-tuned) model.

Models were fine-tuned separately for each participant and
language.

Voxelwise encoding model fitting We used a voxelwise
encoding modeling (VM) approach to evaluate whether lan-
guage model representations better predict brain responses
before or after fine-tuning. We extract contextual embeddings
from the ninth hidden layer of the model. Ridge regression
was used to determine how the embedding is represented in
each voxel (Wu et al., 2006; Naselaris et al., 2011). Predic-
tion accuracy was quantified by calculating the Pearson cor-
relation coefficient (r) between predicted and recorded BOLD
responses on the held-out test narrative. A separate VM was
fit for each voxel, participant, and language.

Downstream NLP tasks To evaluate the effects of fine-
tuning on language model behavior, we assess performance
on standard NLP benchmarks. For English, we use the GLUE
benchmark (Wang et al., 2018), and for Chinese, we use the
CLUE benchmark (Xu et al., 2020).

Results

Improved Downstream Performance in Fine-Tuned Lan-
guage Fine-tuning language models with bilingual brain
data improves most downstream task performance (compared
to its vanilla counterpart) in the same language used for fine-
tuning. As shown in Table 1, 9/10 GLUE and 6/7 CLUE tasks
improve. These results suggest that brain-informed changes
to language representations can strengthen a model’s lan-
guage processing capabilities in the fine-tuned language.

Cross-Linguistic Generalization of Brain-Induced Bias
Downstream performance improvements extend beyond the
language used during fine-tuning. We observe that models
fine-tuned in one language (e.g., Chinese) also perform better
on downstream tasks in the other language (e.g., English). Ta-
ble 1 shows improvements in 7/10 GLUE tasks when weights
from the Bert-ft-zh model are transferred to Bert-en, and in 4/7
CLUE tasks for the reverse transfer. These findings suggest
that the bias introduced by fine-tuning with brain data captures
language-general semantic structure that facilitates effective
cross-linguistic transfer.

Effects on Brain Encoding Performance and Generaliza-
tion We evaluated VM performance before and after fine-
tuning to assess changes in brain alignment and to test for
possible overfitting to individual participants. Figure 1 shows
cortical flatmaps of changes in encoding performance with
Bert-ft-en for (a) the fine-tuned subject and (b) a different sub-

ject. In both cases, no degradation in encoding performance
is observed across the cortex. This is consistently observed
across all participants and for the Bert-zh model. These find-
ings suggest that the changes introduced by fine-tuning are
not participant-specific but reflect some shared representa-
tions across bilingual individuals.

Figure 1: Change in encoding performance after fine-tuning
for (a) the same subject and (b) a different subject.

Discussion and Conclusion
In this study, we investigated whether language models exhibit
latent multilingual capabilities when fine-tuned with bilingual
brain data. We fine-tuned monolingual language models using
fMRI recordings from bilingual participants during naturalistic
language comprehension and evaluated the fine-tuned mod-
els on downstream tasks and brain encoding performance.

Our results show that brain-informed fine-tuning improves
performance on NLP tasks in the language used for fine-
tuning. Notably, monolingual models exhibited enhanced per-
formance in the non-fine-tuned language, suggesting that
brain-informed fine-tuning induces generalizable semantic
structure not tied to a specific language. Further, our fine-
tuning approach does not affect the model’s ability to encode
brain responses across participants. These findings suggest
that monolingual models possess a latent capacity for multilin-
gual processing that can be revealed through brain-informed
fine-tuning. In future work, we aim to test this method across a
wider range of language model architectures and extend this
approach to multilingual models.
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