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Abstract 
Obsessive-compulsive disorder (OCD) remains 
challenging to classify due to its heterogeneous 
clinical presentation and the limitations of static 
brain connectivity metrics. To address these 
hurdles, we applied a Transformer-based deep 
learning model to a record-sized dataset of 
resting-state fMRI from 2,094 individuals in the 
ENIGMA-OCD consortium. By pretraining on an 
extensive UK Biobank dataset and using dynamic 
connectivity measures across multiple frequency 
bands, our approach achieved higher predictive 
performance for OCD than conventional methods. 
We further conducted uncertainty quantification, 
revealing a marked reduction in calibration error for 
the pretrained model. Finally, self-attention-based 
interpretation pinpointed reduced connectivity 
within sensorimotor networks in patients with OCD, 
consistent with prior literature. These findings 
underscore the value of large-scale pretraining and 
dynamic rs-fMRI data in enhancing model 
generalizability, highlighting a promising avenue for 
more robust OCD classification and, by extension, 
clinical decision-making. 
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Introduction 
Obsessive-compulsive disorder (OCD) is a psychiatric 
disorder that remains challenging to diagnose and treat, 
with its complex neurobiological underpinnings not fully 
understood. Prior OCD studies have been limited by 
small sample sizes and homogeneous datasets, 
hindering the generalizability of their findings (Bruin, 
Denys & van Wingen, 2019). Moreover, the predominant 
focus on static functional connectivity from 
resting-state fMRI (rs-fMRI) neglects time-varying 
changes that capture the brain’s intrinsic dynamics. To 
overcome these hurdles, we propose a 
Transformer-based multi-band approach that 
explicitly models dynamic connectivity. By pretraining 

on the extensive UK Biobank resource (40,708 
participants), we aim to imbue our OCD-specific model 
with broader representational capacity. We further 
disentangle frequency-specific contributions in brain 
networks using variational mode decomposition, 
hypothesizing that this multi-band strategy will yield 
more robust OCD classification. 

Methods 
Dataset. We used rs-fMRI from the ENIGMA-OCD 
cohort, which includes 29 international sites comprising 
2,094 participants (1,040 OCD patients and 1,054 
healthy controls). For pretraining, we utilized UK Biobank 
data, which includes 40,708 participants, enabling our 
model to learn from a large-scale, generalizable sample. 
Model. We applied a Transformer-based Multi-Band 
Brain Net (MBBN) model to the fMRI time-series data, 
dividing it into four frequency bands using variational 
mode decomposition (Fig. 1; Bae et al., 2025; 
Dragomiretskiy & Zosso, 2014). Frequency band cutoffs 
were calculated for each subject. We pretrained the 
MBBN using masked signal modeling on the UK Biobank 
data to enhance predictive accuracy. Leave-one-site-out 
cross-validation (LOSO-CV) was employed to assess 
generalizability across sites. To quantify model 
uncertainty, we used Monte Carlo (MC) dropout, which 
estimates how well the model's confidence aligns with 
the empirical accuracies (Srivastava et al., 2014). 
Finally, we leveraged Grad-CAM-based attribution 
(Selvaraju et al., 2017) and self-attention matrices to 
identify significant functional connections associated with 
OCD classification. 
 

Figure 1: Model architecture of the Multi-Band Brain Net 
(MBBN).  

 



Figure 2: (A)  Calibration error plots comparing predicted confidence with empirical accuracy in the Multi-Band 
Brain Net (MBBN) model. Pretraining on the large-scale UK Biobank data has reduced the mean calibration error 
from 0.19 to 0.10. (B) Leave-one-site-out cross-validation results showing AUROC and balanced accuracy for 
each test site using the pretrained MBBN model. AUROC ranged from .40 to .85, and balanced accuracy ranged 
from .30 to .70. (C) Self-attention-based functional connectivity patterns associated with OCD classification across 
frequency bands. The top 10 significant connections with the largest effect sizes are displayed in blue (lower in 
the OCD group) and red (higher in the OCD group). Band cutoffs differ among subjects. No significant 
connections were observed in band 2. 
 
Table 1. OCD classification performance of the 
Multi-Band Brain Net (MBBN) compared with 
baseline models. Test AUROC and balanced 
accuracy are reported as mean ± standard deviation 
across three random data splits. The model with the 
highest test metrics is shown in bold. FC: functional 
connectivity, TS: time series. 

Model (data form) AUROC Accuracy 

XGBoost (FC) .592 ± .018 .570 ± .012 

SVM (FC) .625 ± .022 .588 ± .007 

BNT (FC) .630 ± .022 .583 ± .036 

BolT (TS) .626 ± .025 .588 ± .021 

vanilla BERT (TS) .617 ± .040 .583 ± .026 

MBBN from scratch (TS) .635 ± .035 .598 ± .017 

MBBN pretrained (TS) .666 ± .028 .637 ± .018 

Results and Conclusions 
Our pretrained Transformer-based model achieved 
an AUROC of .666—an absolute improvement of 

7.4 percentage points over XGBoost (AUROC of  
.592) and 4.9 points over the next-best baseline 
(vanilla BERT at .617; Table 1). Accuracy likewise 
rose from .598 (from scratch) to .637 (pretrained). 
Uncertainty quantification showed an improved 
mean calibration error (0.10) relative to training from 
scratch (0.19), reflecting more reliable confidence 
estimates (Fig. 2A). LOSO-CV revealed site-level 
variability, with AUROC ranging from .40 to .85 and 
balanced accuracy from .30 to .70 (Fig. 2B). 
Self-attention analyses exposed reduced 
sensorimotor network connectivity and 
diminished links between dorsal attention and 
temporoparietal networks in OCD, as in previous 
findings (Fig. 2C; Bruin et al., 2023). 

Despite residual cross-site heterogeneity, 
these results underscore that large-scale 
pretraining substantially enhances model 
generalizability and diagnostic accuracy for OCD, 
offering a promising path toward clinical utility. 
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