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Abstract
Recent advances in large language models (LLMs) have
enabled them to process extended naturalistic inputs,
making them promising candidates for modeling human
episodic memory. However, standard transformer-based
LLMs rely on full self-attention and positional encod-
ing, which diverge from human episodic memory by sup-
porting soft, parallel attention over complete input se-
quences. EM-LLM, a recent modification, inspired by
episodic memory, replaces full attention with episodic re-
trieval from a non-parametric memory filled with discrete
past episodes that were segmented via surprisal. Here,
we evaluate whether EM-LLM captures a core property of
episodic memory: the ability to recall the temporal or-
der of events. Using a recency judgment task on seg-
ments from a full-length novel and comparing to human
behavioral data, we find that a standard full-attention LLM
aligns with human performance, while EM-LLM fails to re-
cover temporal order across long sequences. These find-
ings reveal a key limitation in EM-LLM’s current design
and suggest that temporal organization may require ei-
ther additional architectural biases or learned representa-
tions—highlighting new directions for modeling episodic
memory in naturalistic contexts.

Keywords: Episodic Memory, Computational Modeling, LLMs,
Temporal Order Memory, Recency Judgements, Narrative
Memory

Introduction
Theory-driven computational models of episodic memory,
such as the Temporal Context Model (TCM) (Howard & Ka-
hana, 2002), the Context Maintenance and Retrieval (CMR)
model (Polyn et al., 2009), or the Tolman-Eichenbaum Ma-
chine (Whittington et al., 2020) allow the modeling of episodic
memory in simplified, laboratory-based settings. This lim-
its their ability to capture the semantic richness and contex-
tual complexity of real-world episodic experiences. Large lan-
guage models (LLMs) offer a potential data-driven tool to over-
come these shortcomings, enabling the processing of seman-
tically rich, extended sequences, such as narratives in full-
length books. Indeed, attention mechanisms in LLMs have
recently been linked to models of episodic memory (Ji-An et
al., 2024), highlighting that these models may present viable
directions for future modeling.

However, the data-driven nature of these models does not
come with inductive biases that mirror what is known about
episodic memory. This leads to important differences between
LLM’s main computational mechanism–full self-attention–and
human episodic memory, as it involves simultaneously attend-
ing over the entire past rather than selectively retrieving spe-
cific episodes. The lack of strong inductive biases for discrete
retrieval highlights that a core aspect of episodic memory in
humans and other animals is missing in current LLMs.

A recently proposed replacement for the full self-attention
in transformers aims to address these shortcomings by tak-
ing algorithmic inspiration from episodic memory (Fountas et

al., 2025). The method, called EM-LLM, maintains a non-
parametric memory that is iteratively filled with episode rep-
resentations from a local context window, segmented based
on prediction errors. In every attention layer, this replaces full
attention over the past with attention over discretely retrieved
episodes to contextualize a short local context window. EM-
LLM is built on top of an existing LLM and does not require
any re-training of the underlying language model.

In this paper, we evaluate whether EM-LLM already
presents a promising tool for modeling human episodic mem-
ory for natural stimuli. By investigating the behavioral align-
ment with human performance patterns on a recency judg-
ment task performed over segments taken from a complete
book of close to 70k words (Pink et al., 2024), we show that
EM-LLM fails to recall the temporal order of narrative seg-
ments, while full attention mirrors human performance. We
suggest directions to improve this method as a tool for the
modeling of human episodic memory, and propose to use
tools from mechanistic interpretability to gain mechanistic in-
sights from the full attention model.

Methods
Recency Judgment Task and Human Data

Task. Recency judgment tasks provide a method to evaluate
episodic memory by requiring experiment participants to recall
the order of two items in a previously seen sequence (Eichen-
baum, 2013; Davachi & DuBrow, 2015). Here, we adopt this
paradigm but focus on modeling recency judgments of seg-
ments taken from a full-length book.
Human experiment data. We compare models to behavioral
data from Pink et al. (2024), who tested participants after they
had read the novel “The Murder of Roger Ackroyd” by Agatha
Christie within the past 30 days. We focus on a subset of
this dataset here, which includes 296 pairs of 50-word seg-
ments extracted from the book (excluding chapter titles). The
distance between the segment pairs in the book ranges from
12 words to around 34,000 words, and in total, the data com-
prises 990 recency judgments on which segment in each pair
appeared earlier in the book. These judgments were provided
by 97 participants.

Models and Attention Mechanisms
We evaluate Llama3.1-8b-Instruct in two settings on the same
task and data as our human long-term memory experiment:
standard full self-attention and with EM-LLM replacing atten-
tion layers. We adopt the prompting methodology of Pink et al.
(2024), who proposed Sequence Order Recall Task (SORT),
a recency judgment benchmark for testing long-term memory
in LLMs. For each of the 296 unique segment pairs, the mod-
els are prompted twice: once with the segments in the correct
chronological order, and once in reverse.

Llama3.1-8b-Instruct. We evaluate Llama3.1-8b-Instruct
(Grattafiori et al., 2024), an LLM that supports attention over
128k tokens in its context window. As many other recent
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Figure 1: Recency judgment accuracy with increasing dis-
tances between pairs of segments. Llama3.1-8b-Instruct with
full attention closely aligns with human performance, while the
same model with EM-LLM does not perform above chance
level. Asterisks indicate conventional levels of statistical sig-
nificance, and the shaded areas represent 95% confidence
intervals.

LLMs, it uses Rotary Positional Encodings (RoPE) in each at-
tention layer (Su et al., 2023). Unlike in previous models like
GPT-2 (Radford et al., 2019), RoPE does not add positional
vectors to values, but instead rotates query and key represen-
tations. Thereby positional encodings can only affect attention
scores but can not be directly attended themselves (and thus
can also not trivially be copied for recency judgments).

EM-LLM as a replacement to full self-attention. EM-LLM
(Fountas et al., 2025) replaces standard attention computa-
tion with discrete retrieval of contiguous episode representa-
tions—without any fine-tuning of the original model. Instead
of attending to all previous tokens in parallel, the model pro-
cesses input sequentially using a small local context window.
At each step, each attention layer retrieves a set of previously
segmented episodes, based on surprisal-driven boundaries.
Retrieval is performed by comparing representative tokens
from each episode to those in the current context window, us-
ing a similarity-based approximate nearest-neighbor search.

Since the local context window is relatively small (4096
tokens in our experiments), EM-LLM processes long se-
quences—such as the full novel containing 94k tokens—by
iteratively sliding this window over the entire input. Within the
local window, episodes are segmented at tokens where a pre-
diction error exceeds a threshold (set to 1 in our experiments).
Each attention layer retrieves a set of past episodes—up to
4096 tokens in total.

Results
Full attention closely matches human performance on re-
cency judgments across a full book. We find that Llama3.1-
8b-Instruct, when equipped with full causal self-attention, per-
forms comparably to human participants who read the book
within the past 30 days (see Fig. 1). This aligns with prior work
linking transformer attention mechanisms to human episodic
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Figure 2: Recency judgment accuracy for inputs with increas-
ing lengths. The red line indicates when EM-LLM has to rely
on retrieval of episodes rather than its local context window.

memory processes (Ji-An et al., 2024; Whittington et al., 2022,
2025; Ellwood, 2024; Park et al., 2025).

EM-LLM performs at chance on recency judgments when
evaluated over the full book. In contrast to full-attention
models, EM-LLM is unable to recall the order of segments
when the entire book is included, performing no better than
chance (see Fig. 1). This pattern persists even when the
relevant episodes are successfully retrieved.

EM-LLM can perform recency judgments when relevant
content is within its local context window. Using a subset
of the BookSORT dataset from Pink et al. (2024) (filtered for
The Murder of Roger Ackroyd, and 50-word segments), we
find that EM-LLM is generally capable of recency judgments,
with performance comparable to full-attention models, but only
when a sufficiently large portion of the relevant book excerpt
remains within the local context window (see Fig. 2).

Discussion
Although EM-LLM can retrieve relevant representations from
long contexts, it fails to support recency judgments—likely due
to the absence of temporal information in the retrieved episode
representations. Full-attention models retain a global posi-
tional code to guide attention scores (Su et al., 2023), thereby
possibly embedding information similar to that in time cells in
the hippocampus (Salz et al., 2016), which could be what en-
ables temporal order memory in our experiment. In contrast,
EM-LLM appears to lack an effective temporal scaffold beyond
its local context window. Future work could seek to improve
EM-LLM as a model of episodic memory by embedding addi-
tional temporal structure via explicitly given relative positional
encodings or enabling a learnable emergent temporal organi-
zation. Meanwhile, the striking behavioral similarity between
causal attention and episodic memory for recency judgment
tasks can be explained with methods from mechanistic inter-
pretability.
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