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Abstract

Contextual integration is fundamental to human language
comprehension. Language models are a powerful tool for
studying how contextual information influences brain ac-
tivity. In this work, we analyze the brain alignment of three
types of language models, which vary in how they inte-
grate contextual information. Despite differences among
models, we find minimal variations in their brain align-
ment. In line with previous research, middle layers con-
sistently show the highest correspondence with brain ac-
tivity. Interestingly, this alignment appears to strengthen
with longer context inputs, pointing to improved sensi-
tivity to extended linguistic information. To better un-
derstand how contextual integration affects brain align-
ment, we analyze the roles of short- and long-range con-
text using variance partitioning. Our findings highlight a
functional distinction between layers, suggesting a trade-
off between retaining local detail and integrating broader
context. This interplay may explain the robust alignment
of middle layers with brain responses.
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Introduction

Language models (LMs) have successfully contributed to our
understanding of brain responses to natural linguistic stim-
uli, emphasizing the essential role of contextual information
in both artificial and biological language comprehension sys-
tems. Recent work on brain alignment suggests that hierarchi-
cal processing in LMs might resemble the brain’s organization,
with distinct regions integrating information over progressively
longer timescales (Hasson, 2025; Mischler, Li, Bickel, Mehta,
& Mesgarani, 2024). Notably, peak brain alignment consis-
tently occurs in LMs’ middle layers, suggesting that later lay-
ers may serve specialized integrative roles (Toneva & Wehbe,
2019; Caucheteux & King, 2022; Mischler et al., 2024).

In this work, we extend brain alignment analyses to state-
space models (SSMs), designed for efficient long-context pro-
cessing (Gu, Goel, & Ré, 2021), and to transformer-SSM hy-
brid architectures. We compare both types of models to trans-
formers and find no significant differences in brain alignment.
Middle layers are confirmed as the most brain-aligned, but un-
like earlier findings, their alignment continues to improve with
increasing context length.

To further investigate the contributions of short- and long-
range context to brain alignment, we perform variance parti-
tioning (Borcard, Legendre, & Drapeau, 1992). Our results
show that early model layers primarily capture short-range in-
formation, while late layers tend to abstract away such local
detail when longer contexts are provided. In contrast, middle
layers better integrate short- and long-range context, which
may underlie their superior brain alignment. Interestingly, we
also find that late layers rely on short-context signal to pre-
dict long-timescale brain regions, suggesting that these areas
may preserve and relate local linguistic detail over extended
temporal windows.

Methods

Dataset. We use a publicly available fMRI dataset (Wehbe et
al., 2014) of 8 subjects reading chapter 9 of Harry Potter and
the Sorcerer’s Stone (Rowling et al., 1998) word-by-word.

LM Representations. We consider 5 pretrained LMs with 1
to 2B parameters: 3 transformers (Falcon3-1B-Base (Team,
2024), Gemma-2B (Mesnard et al., 2024), and Llama3.2-1B
(Meta Al, 2024)), 1 SSM (Mamba-1.4B (Gu & Dao, 2023)),
and 1 hybrid model (Zamba2-1.2B (Glorioso et al., 2024)).
For every word w, we feed the models a context of L €
{1,5,10,20,40,80, 160,320,640} words with w as last word,
and extract token embeddings at every layer.

Encoding Models. We train a ridge-regularized linear model
per fMRI voxel and participant (Jain & Huth, 2018; Toneva &
Wehbe, 2019; Schrimpf et al., 2021). We use 4-fold CV on
four consecutive, non-overlapping text blocks (=~ 25% each),
and discard 5 TRs at each fold boundary to avoid hemody-
namic leakage. We evaluate brain alignment using Pearson
correlation between the true and predicted fMRI data. Given
the inherent noise in fMRI data, we estimate the noise ceiling
as the ability to predict brain activity of one subject using data
from other subjects (Schrimpf et al., 2021), and discard voxels
with estimated noise ceiling values < 0.05.

Variance Partitioning. We use variance partitioning (Borcard
et al,, 1992) to determine the amount of unique variance
in brain activity explained by feature spaces extracted us-
ing short (5-word) and long (640-word) contexts, respectively.
To estimate the variance explained when all feature spaces
are used together, we compute a shared feature space using
stacked regressions (Lin, Naselaris, Kay, & Wehbe, 2024).
Significance Tests. We perform pairwise Wilcoxon
signed-rank tests with Benjamini-Hochberg FDR correction
(Benjamini & Hochberg, 1995) to assess significant differ-
ences in brain alignment across layers (early, middle, late) and
across models and differences in explained variances across
layers.

Results

No Significant Differences in Brain Alignment Across Ar-
chitectures. Overall, we find no significant differences in
average alignment between transformers, SSMs, and hybrid
models, suggesting that different LLMs can learn similar rep-
resentations. To verify such similarity, for each context length,
we applied an RBF-kernel CKA on the TR embeddings, as in
(Mischler et al., 2024), after linearly resampling layers onto
a 16-point relative-depth grid. Fig. 1 shows the average
CKA matrix across context lengths, revealing moderate-to-
high similarity for every model pair. This supports aggregating
results across models in subsequent analyses.

Layer Hierarchy: Middle Layers Show Peak Brain Align-
ment. We examine how brain alignment varies across model
layers, averaging across subjects, models, language-related
regions of interest (ROIs), and layer depth. The ROls we
consider are the angular, inferior frontal, and middle frontal
gyri (AG, IFG, MFG), and the anterior temporal (AT), poste-
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Figure 1: Kernel-CKA for all LLM pairs, averaged across con-
text lengths (mean + s.d.). Off-diagonal values > 0.63 indi-
cate the different models converge on similar representations.
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Figure 2: Average brain alignment across subjects, models,
ROls, and layer depth (early, middle, late) with standard er-
rors across models. Asterisks indicate significantly higher
alignment in middle layers: *x, and * * * identify p-values
< 0.01,0.001 respectively.

rior temporal (PT), posterior cingulate (PC), and dorso medial
prefrontal cortices (dmPFC). In line with prior work (Toneva &
Wehbe, 2019; Caucheteux & King, 2022), we find that middle
layers consistently exhibit the highest alignment with brain ac-
tivity for L > 1, significantly outperforming both early and late
layers (Fig. 2). This pattern holds across all models.
Alignment of Middle Layers Increases with Context
Length. Prior studies reported that brain alignment in earlier
models typically plateaus or declines beyond 500-word con-
texts (Aw & Toneva, 2023) with earlier LMs. In contrast, we ob-
serve a consistent increase in middle-layer alignment across
all models as context length grows (Fig. 2). This novel finding
suggests that middle layers in current LMs continue to extract
brain-relevant features as more context is provided, pointing
to improved integration of long-range linguistic information.
Short-Long Range Trade-Off Drives Middle Layer Align-
ment. To understand why middle-layer alignment increases
with longer input and exceeds that of late layers, we per-
form variance partitioning on representations from short (5-
word) and long (640-word) contexts (Fig. 3). Early layers show
the highest allocation, among all layers, of brain alignment to
shared variance between short- and long-context. We expect
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Figure 3: Proportion of the total partitioned variance explained
uniquely by short (5-word) and long (640-word) contexts and
shared by both, averaged across models and subjects, for
each layer depth and ROI, with standard error across mod-
els. Asterisks indicate significantly higher variance than all
other layer depths: *, and *x identify p-values < 0.05,0.01 re-
spectively. Middle/late layers explain the highest long-/short-
context unique variance, respectively.

that this is due to the early layers’ focus on short-range in-
formation, even in longer contexts (Mischler et al., 2024). In
contrast, late layers allocate a significantly larger proportion
of variance to short contexts, suggesting that short-range in-
formation is not well preserved when longer inputs are inte-
grated. If short-range information were maintained, it would
be reflected in the shared variance between short and long
contexts. Interestingly, this effect in late layers is statistically
significant across models in ROIs associated with long tem-
poral receptive windows (Lerner, Honey, Silbert, & Hasson,
2011) (e.g. MFG, AG, and dmPFC), suggesting that these
areas also rely on short-range information. Overall, middle
layers integrate short- and long-range information most effec-
tively: they allocate a lower proportion of variance to short
contexts than late layers do, and achieve the highest propor-
tion of variance uniquely explained by long contexts, reflecting
enhanced sensitivity to long-range information.

Discussion and Conclusion

In this study, we compared the brain alignment of transform-
ers, SSMs, and hybrid models and found no significant dif-
ferences across architectures. This likely stems from the
high cross-model similarity we observe in the LLM embed-
dings themselves, and residual differences may be masked
by the limited context length in current fMRI datasets. Consis-
tent with prior work, middle layers showed the highest brain
alignment. Variance partitioning suggests this stems from a
trade-off in middle layers between short- and long-range infor-
mation. Surprisingly, the percentage of short-context unique
variance explained by late layers is highest in long-timescale
ROIls. This suggests that these brain areas preserve local
detail, which may support integration over extended temporal
windows. These findings offer new insights into how LMs pro-
cess context across layers and how these dynamics relate to
brain activity. Future work should consider longer contexts to
further assess differences across models.
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