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Abstract
Understanding social scenes depends on tracking rela-
tional visual information, which is prioritized behaviorally
and represented in the superior temporal sulcus (STS).
However, computational models often overlook these
cues. Here, we evaluate two social interaction recogni-
tion models, SocialGNN and RNN Edge, that explicitly in-
corporate relational signals—gaze direction or physical
contact—and compare their predictions to human behav-
ioral and neural responses. SocialGNN organizes video
frames into a graph structure with nodes representing
faces and objects, and edges encoding relational signals.
RNN Edge is simpler, processing only relational informa-
tion over time without node features. We found both mod-
els strongly predicted human behavioral ratings of social
interactions and were comparable to state-of-the-art AI
models with far less training data and simpler architec-
tures. Both models also better predict STS responses of
people watching social interaction videos than a matched
visual model trained without relational cues. These find-
ings underscore the value of integrating relational cues
into computational models of social vision.
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Introduction
Humans effortlessly recognize interactions between other
agents, a skill suggested to be supported by the superior
temporal sulcus (STS) (Deen, Koldewyn, Kanwisher, & Saxe,
2015; Deen, Saxe, & Kanwisher, 2020; Isik, Koldewyn, Beeler,
& Kanwisher, 2017; McMahon, Bonner, & Isik, 2023) and
driven by bottom-up relational cues such as gaze, proximity,
and touch (Hafri & Firestone, 2021; McMahon et al., 2023; Pa-
peo, 2020). Yet even the best computer vision systems largely
ignore these cues and lag behind human social scene under-
standing (Garcia, McMahon, Conwell, Bonner, & Isik, 2024;
Shu et al., 2021). Bridging this gap is crucial for both cognitive
science and human-aligned AI. We, therefore, compared So-
cialGNN (Malik & Isik, 2023), a graph neural network with re-
lational structure, with a simpler new counterpart: RNN Edge.
SocialGNN feeds frame-level graphs with both node (face and
object) and edge (pairwise relation like gaze and touch) fea-
tures into a long short-term memory (LSTM) to capture spatial
and temporal structure. RNN Edge drops the node features
entirely, testing the performance of relational cues alone.

We conducted three experiments. First, we replicated and
extended the results from the dataset in Malik and Isik (2023)
and found that in both natural videos and animated shape
stimuli, RNN Edge can predict human judgments as well
as SocialGNN, indicating that representations learned over
edges alone can drive accurate classification. Next, we com-
pared both models to the human judgment of short video clips
of people interactions and found they predict human judg-
ments as well as state-of-the-art (SOTA) vision models. Fi-
nally, in fMRI data of people watching these clips, both rela-

tional models especially better predict responses in the su-
perior temporal sulcus (STS) region compared to other brain
areas. For a more detailed account of these experiments see
Qin, Malik, and Isik (in press).

Figure 1: In natural videos, SocialGNN represents each frame
as a graph with nodes (DNN embeddings of faces or objects)
and directed edges (gaze), then feeds these into an LSTM
and a classifier. RNN Edge uses only frame-by-frame gaze
information, feeding this into an LSTM and classifier.

Methods
We extracted node and edge features for two datasets used
in Malik and Isik (2023)—VACATION and PHASE—and then
trained three models on these representations. VACATION is
a real-world social-video collection annotated for faces, ob-
jects, and directed gaze (Fan, Wang, Huang, Tang, & Zhu,
2019); each frame yields (i) VGG-19 node embeddings re-
duced to 90 principal components (≈ 75 % variance) and
(ii) a 20-dimensional binary vector indicating who looks at
whom. PHASE comprises 2-D physics-based animations in
which two agents interact in friendly, neutral, or adversarial
ways (Netanyahu, Shu, Katz, Barbu, & Tenenbaum, 2021);
nodes encode velocity, position, size, and type, while edges
are 12-dimensional binary contact vectors. We kept the orig-
inal partitions: VACATION was evaluated on 20 bootstrapped
splits (≈ 740/215 train/test clips), and PHASE on a single
400/100 split with their respective binary and ternary labels.

Using these features, we retrained (i) SocialGNN (Malik &
Isik, 2023), which ingests both node and edge features, pro-
cesses each frame through a GNN, and integrates temporal
context via an LSTM (L2 = 0.2) (Fig. 1); (ii) RNN Edge, a
new variant that receives only the relational binary vectors,
isolating edge information, thus allowing us to study the con-
tribution of relational information (Fig. 1); and (iii) RNN Node
(VisualRNN in Malik and Isik (2023)), which processes node
embeddings alone, with no information from the edges.

To test generalization and whether the models capture
fine-grained human ratings and fMRI responses, we evaluated
the models on a separate dataset of social video responses.
We used the 250 three-second two-people natural interaction
clips from McMahon et al. (2023), which provides (i) online
behavioral ratings along dimensions—spatial expanse (small
versus large scenes), inter-agent distance, the extent to which
agents are facing, the presence of object-directed actions,
joint physical interactions between agents and communica-
tive interactions; and (ii) fMRI responses from four partic-
ipants covering early visual cortex (EVC), middle temporal



area (MT), posterior and anterior superior temporal sulcus
(pSTS, aSTS), fusiform face area (FFA), and parahippocam-
pal place area (PPA). Previous benchmarking has shown that
SOTA models struggle to match human behavior and neural
responses to these videos (Garcia et al., 2024).

Prior to model fitting, we refined the 250-clip natural-video
set of McMahon et al. (2023) by (i) adding head/object bound-
ing boxes, (ii) labeling gaze directions, and (iii) discarding 2
clips with fewer than two visible heads. Each three-second
video was segmented whenever the number of visible agents
changed, yielding 230 train and 51 test sub-clips; representa-
tions from sub-clips of the same parent video were averaged
before regression. Model, behavioral, and fMRI features were
z-scored (fit on train only) and aligned with leave-one-out ridge
regression, searching seven alphas from 10−2 to 105. All re-
sults are benchmarked against DeiT3-L, the best vision model
overall on the behavioral encoding task on the same dataset
reported by Garcia et al. (2024).

Results
In our replication analysis, RNN Edge surpassed SocialGNN
on VACATION, and both relational models outperformed the
non-relational RNN Node model (two-tailed paired-sample
permutation test, n = 10,000 resamples, p < 0.001 for both
cases), showing that models trained with a simplified rela-
tional focus can outperform those with a non-relational focus.
On PHASE, both edge-aware models, SocialGNN and RNN
Edge, scored within the range of human agreement (≈ 84 %)
and matched the inverse-planning SIMPLE baseline, despite
using orders-of-magnitude fewer parameters (data not shown
for space).

Figure 2: Behavioral Encoding. For RNN Node, RNN Edge,
and SocialGNN, each dot represents a model trained us-
ing the different bootstrapped train-test splits, with 20 boot-
straps per model type, and the bars denote the average per-
formance. For the best vision model (Garcia et al., 2024),
DeiT3-L, the bar is the encoding score from this single model.

In the behavioral encoding task (Fig. 2), both Social-
GNN and RNN Edge achieved high scores on “agent fac-
ing” and “communicating”, and permutation tests (two-tailed
paired-sample, n = 10,000 resamples) showed that each
edge model captured significantly more information than the

control RNN Node model (p = 0.0002 for both dimensions).
Both SocialGNN and RNN Edge also outperformed the SOTA
vision-transformer baseline. By contrast, RNN Node better
predicted spatial and object-centric attributes, outperforming
both relational models on “spatial expanse” (p = 0.0002) and
“inter-agent distance” (p ≤ 0.014), and outperforming Social-
GNN on “object directed” (p ≤ 0.0430). These results high-
light the strength of edge representations for social cues and
node representations for spatial/object properties.

Figure 3: Neural Encoding. Each dot represents a model
trained using different bootstrapped train-test splits, with 20
bootstraps per model type. The bar for each model denotes
the average performance.

In the neural encoding analysis (Fig. 3), permutation tests
(two-tailed paired-sample, n = 10,000) showed that Social-
GNN and RNN Edge reliably outperformed RNN Node in the
pSTS and aSTS (all comparisons p < 0.01), and the two
edge-based models did not differ from each other (aSTS:p =
0.6195; pSTS:p = 0.2436), showing relational models bet-
ter encode social interaction STS regions. In the ventral
stream, RNN Node outperformed both edge models in the
PPA (p < 0.001) and exhibited a small, non-significant ad-
vantage in the FFA, showing nonrelational model holds ad-
vantages in the ventral region. No reliable model differences
were observed in the EVC.

Discussion
Models that focus on relational cues align more closely with
human social judgments of agents facing and communica-
tion than models that ignore edge information. An extremely
simple model RNN Edge matched or exceeded both the So-
cialGNN and much larger and more expensive SOTA vision
transformers, showing that simple edge representations can
explain complex social decisions. Neurally, the edge models
outperformed node models in STS—providing novel evidence
that this region represents relational information about social
scenes—but offered no benefit in early visual or ventral ar-
eas. Overall, these results underscore the power of relational
representations and highlight a flexible inductive bias to learn
such representations in simple neural networks. RNN Edge
performance matches that of SocialGNN, suggesting that So-
cialGNN may rely primarily on edge information, perhaps due
to node complexity or suboptimal node features. Future works
will study the edge and node representations in these models
to refine their complementary roles.
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