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Abstract 
Creativity is an essential human cognitive process 
with an unclear neural basis. Here, we combine in-
vasive intracranial recordings in the human brain 
with machine learning tools to explore the net-
work-level representations underlying creative 
thinking. Our investigations unearthed wide-
spread encoding of cognitive state, revealing 
unique brain states that underlie creative thinking 
vs. mathematical reasoning. Further, we identified 
nonlinear, high-dimensional representations of 
moment-by-moment creativity level. Finally, our 
findings hint at distinct roles of different cortical 
networks in promoting creativity, with default 
mode network “gating” creativity and dorsal at-
tention network “regulating” the quality of crea-
tive output.  
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As a vital component of human experience, creativity 
has received considerable attention from the scientific 
community, yet the neural underpinnings of creative 
thinking remain unexplained. Prior research has led to 
a consensus that no single brain region is responsible 
for creativity; rather, interactions within and between 
cortical networks likely underlie creative ideation 
(Shofty et al., 2023; Beaty et al., 2016; Marron et al., 
2018; Girn et al., 2020). One such network, the default 
mode network (DMN), has been implicated in a range 
of cognitive processes—episodic memory retrieval, 
dream recall, and creativity (Das, de Los Angeles, & 
Menon, 2022; Vallat et al., 2022). 

While creativity is a multifaceted set of processes, 
here, we specifically refer to divergent thinking, or the 
mode of thought that spontaneously generates multi-
ple diverse ideas. Hereafter, we use the two terms 
(creativity and divergent thinking) interchangeably.  

To probe the role of brain networks in divergent 
thinking, we recorded neural signals from stereo-EEG 
electrodes implanted in the human brain of 15 epi-
lepsy patients, while they engaged in either a creativ-
ity-evoking Alternate Uses Task (AUT), which prompts 
participants to invent creative uses for everyday ob-
jects, or a control basic arithmetic task (BAT; Fig. 1a). 
AUT responses were automatically scored for original-
ity using natural language processing tools (semantic 
distance). For the prompt “cup”, the response “drink 
tea” scores low on originality, while “build a sandcas-
tle” scores high. Networks sampled were default mode 
network (DMN), frontoparietal network (FPN), soma-
tomotor network (SMN), limbic network, visual net-
work, dorsal attention network (DAN), and ventral at-
tention network (VAN), based on projecting a pre-

defined network atlas and sEEG electrode locations 
into MNI space.  

 
DMN dynamics reflect creative vs. math-

ematical cognitive mode. 
We found cognitive state (arithmetic vs. creativity) to 
be linearly encoded in DMN responses, as a linear 
support vector machine (SVM) was sufficient to de-
code task state with high accuracy. Decoding was per-
formed separately for each patient, holding out data 
from entire trials for cross-validation, thereby preserv-
ing temporal structure. While DMN was not the only 
network from which we were able to decode cognitive 
state, it was the most predictive (Fig. 1b).  

To further interrogate cortical networks’ represen-
tations of cognitive state, we applied CEBRA, the re-
cently developed nonlinear neural network encoder 
and dimensionality reduction tool (Schneider et al., 
2023). If cognitive state is a fundamental property of 
brain network activity, it might be possible to predict 
creativity vs. arithmetic cognitive states without 
providing labels to the model. In other words, we 
asked whether a self-supervised model could still dis-
criminate between creativity and arithmetic cognitive 
states.  To this end, we trained self-supervised CE-
BRA models, using only time as a label and providing 
no information about cognitive state, to generate em-
beddings in a low dimensional latent space. To visu-
alize the patterns of activity that separated creativity 
from mathematical thinking, we aligned across 

Fig. 1. a) Task design. b) Decoding trial type with lin-
ear SVM; p values based on two-sided 1-sample t-
test; FDR corrected. c) Decoding trial type based on 
embeddings; p values calculated as in (b). Inset: em-
bedding generated from self-supervised CEBRA 
model trained on DMN activity d) Projecting DMN em-
bedding onto coding axis (2 example patients). 
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subjects and color-coded the latent space by trial type 
(Fig. 1c, inset), revealing a separation between crea-
tivity and arithmetic trials that was qualitatively strong-
est in DMN. Subsequently, we attempted to predict 
cognitive state from these embeddings, using a K-
nearest neighbors classifier to classify AUT vs BAT 
trials, holding out one patient at a time. Decoding per-
formance was significantly above chance for all net-
works except ventral attention network and was 
strongest for DMN (Fig. 1c).  Reducing dimensionality 
to a single dimension along the coding axis (by pro-
jecting the data onto an axis defined by the weights of 
a linear regression model), we find that the moment-
by-moment brain trajectory tracks the ground truth 
cognitive state (Fig. 1d).  

 
Nonlinear network representations en-

code creativity level. 
While a linear SVM was sufficient to decode cognitive 
state with high accuracy, we were not able to decode 
the degree of creativity linearly. Indeed, using a non-
linear dimensionality reduction approach through CE-
BRA, we were able to identify creativity level-related 
patterns in latent embeddings of the neural activity. 
We trained a CEBRA model on subsets of data from 
each subject, using discretized creativity score as a 
supervisory signal, and then performed the same 
transformation on the training set and held-out data to 
generate low dimensional embeddings. We used the 
embeddings from the training set to decode creativity 
level and observed above-chance decoding perfor-
mance for all brain networks; models trained on data 
with shuffled labels performed at chance level (Fig. 
2a). However, unlike the cognitive state representa-
tions, for which DMN was the most predictive network, 
creativity level encoding was strongest in DAN (with 
DAN significantly more predictive than DMN; p=0.02; 
two-sided Mann Whitney U test). These results sug-
gest that the DMN plays a role in “gating” creative 
thought, linearly, while the DAN is more involved in 
“regulating” levels of originality, nonlinearly, as as-
sessed by the alternate uses task.  

Besides the inter-network coding differences, we 
also noted the existence of a brain-wide creativity-
coding axis (Fig. 2b). The projection of creativity level-
related manifolds onto this axis (i.e., the moment-by-
moment representation of creativity level) correlated 
well with experimentally measured originality scores 
(Fig 2c). Thus, despite the multi-dimensional geome-
try of the latent space, a discrete coding axis can be 
isolated.  

When we projected all datapoints in each net-
work’s latent space onto its creativity-coding axis, the 
correlation of the resulting projection with true creativ-
ity values was highest for DMN (r=0.87) compared to 
the other networks, including DAN (r=0.79). Similarly, 
the goodness of fit of the linear regression model was 

higher for DMN (R2=0.75) than for DAN (R2=0.66), 
meaning the creativity coding axis in DMN better cap-
tured the variance in the neural data. Though these 
analyses both delve into similar questions about net-
work-level representations of creativity level, there is 
a key difference: the decoding analysis was based on 
embeddings generated from binned creativity data, 
whereas the coding axis was inferred based on con-
tinuous originality scores. We speculate that the 
DAN’s representation of creativity is higher-dimen-
sional and more nonlinear. This conjecture is sup-
ported our observation of improved fit of curved cod-
ing axes generated by polynomial regression models, 
and that increasing the degree of the polynomial re-
sults in greater improvement of the DAN model’s fit 
compared to the DMN model.   

This result is consistent with our proposed frame-
work in which the DAN regulates creativity through 
goal-directed attentional control of thought processes: 
unlike DMN’s more simple and stable relationship with 
creativity, DAN generates a highly complex represen-
tation of creative states, which may fluctuate with task 
demands and cognitive engagement.  

Together, our results imply that the default mode 
network maintains a stable representation of cognitive 
state and plays a key role in gating creative thought; 
meanwhile, dorsal attention network generates a com-
plex, high-dimensional representation of creativity 
level that imposes context-dependent constraints and 
flexibly regulates the quality of creative output. 
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Fig. 2. a) Decoding creativity value based on latent 
embeddings generated by CEBRA models trained on 
real data (left) or data with shuffled labels (right). b) 
DMN embedding; black line is coding axis defined by 
linear regression. c) Projection of all datapoints of the 
latent embedding onto the coding axis compared to 
true normalized originality scores. 
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