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Abstract

Understanding how the brain processes language, par-
ticularly abstract grammatical structures like Argument
Structure Constructions (ASCs), is a key goal in cogni-
tive neuroscience. Exploring how the brain differentiates
these constructions helps uncover the neural basis of
language comprehension.

To investigate this, EEG data was recorded from 12 na-
tive English speakers as they listened to sentences rep-
resenting each ASC type. Analysis of neural signals re-
vealed distinct patterns linked to specific constructions.
Significant differences emerged in comparisons between
several pairs, especially between transitive and resul-
tative and caused-motion and ditransitive. Other com-
parisons showed weaker or no differentiation. Machine
learning classification supported these findings, identify-
ing construction-specific neural signatures.

Although individual variation existed, the Alpha fre-
quency band consistently played the most prominent role
in distinguishing constructions, followed by Beta and
Delta bands, with Gamma showing minimal impact.

These results demonstrate that the brain processes
grammatical constructions in distinct ways, challenging
the notion of uniform syntactic processing. The findings
highlight how neural oscillations, particularly in the Alpha
band, are sensitive to grammatical patterns, deepening
our understanding of the neural and cognitive architec-
ture underlying language comprehension.
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Introduction

Understanding how the brain processes and represents lan-
guage is a fundamental challenge in cognitive neuroscience
(Pulvermüller, 2002). This paper adopts a usage-based con-
structionist approach, which views language as a system of
form-meaning pairs (constructions) that link patterns to spe-
cific communicative functions (Goldberg, 2009, 2003). Argu-
ment Structure Constructions (ASCs), such as transitive, di-
transitive, caused-motion, and resultative constructions, are
particularly important for language comprehension and pro-
duction (Goldberg, 1995, 2006, 2019). These constructions
are key to syntactic theory and essential for constructing
meaning in sentences. Exploring the neural and computa-
tional mechanisms underlying the processing of these con-
structions can yield significant insights into language and cog-
nition (Pulvermüller, 2012, 2021; Henningsen & Pulvermüller,
2022; Pulvermüller, 2023).

Materials
The EEG signal was recorded from 12 native English speaker
participants with 64 active electrodes. The participants lis-
tened to the audio format of the sentences created using GPT-
4. This data set was designed to include sentences that exem-
plify four distinct ASCs: transitive, ditransitive, caused-motion,
and resultative constructions (see Table 1). Each ASC cate-
gory consisted of 50 sentences, resulting in a total of 200 sen-
tences. After preprocessing, signal quality and trigger place-

Table 1: Name, structure, and example of each construction

Constructions Structure Example
Transitive Subject + Verb +

Object
The baker baked a
cake.

Ditransitive Subject + Verb +
Object1 + Object2

The teacher gave
students home-
work.

Caused-
Motion

Subject + Verb +
Object + Path

The cat chased
the mouse into the
garden.

Resultative Subject + Verb +
Object + State

The chef cut the
cake into slices.

ment accuracy are assessed by visualizing event-related po-
tentials (ERPs). An averaged ERP waveform across all par-
ticipants and sentence types reveals a clear P200 component
in response to the auditory onset of sentences.

Figure 1: ERP waveform time-locked to the onset of sen-
tences.

Methods
A statistical analysis was conducted to identify EEG-based
patterns associated with different syntactic constructions by
extracting features from EEG signals corresponding to the
subject, verb, and object roles. Since the samples varied in



length, direct signal comparisons were not possible, so sta-
tistical features were calculated from both the full frequency
range signal and individual frequency bands, including delta,
theta, alpha, beta, and gamma. Pairwise t-tests were applied
to compare each construction class, with p-values adjusted
using the Benjamini-Hochberg method to control for false pos-
itives. Features with p-values below 0.05 were considered sig-
nificant, and the results were examined per subject.

For the classification task, a simple Support Vector Ma-
chine (SVM) with an RBF kernel was chosen to explore
whether brain activity patterns could distinguish between dif-
ferent sentence constructions. A pairwise classification ap-
proach was used, evaluated through Leave-One-Out cross-
validation. Performance metrics such as accuracy, F1-score,
and recall were calculated for each class pair to assess how
well the model could separate constructions based on EEG
data.

Results
The analysis revealed(Fig.2) no significant differences for the
subject role, likely because participants had not yet encoun-
tered enough sentence context to distinguish constructions. A
small number of significant differences were found in the verb
role, which was expected since verbs are not uniquely tied to
any specific construction. The object role, appearing later in
the sentence when the context is clearer, showed the highest
number of significant differences across constructions.

Figure 2: The number of features with p-values less than 0.05
across each pair of constructions.

When comparing construction pairs, the greatest differ-
ences were found between ditransitive and resultative con-
structions, followed by caused-motion and ditransitive con-
structions. Other pairs showed smaller differences, and there
was no significant difference between caused-motion and re-
sultative constructions. While variability in frequency band re-
sponses was high among participants, alpha band features
generally played a more prominent role in differentiating con-
structions, followed by beta and delta, with gamma contribut-
ing the least. This does not imply that brain activity related
to processing constructions is confined to these bands, but

rather that they were more responsive to constructional differ-
ences.

In the final stage, a token-level classification was conducted
using two extracted features—signal kurtosis and peak am-
plitude—which had previously shown promise in capturing
construction-related patterns. These features were computed
for subject, verb, and object epochs. When attempting to clas-
sify all four constructions simultaneously, the model reached
an average accuracy of 30 percent, only slightly above the 25
percent chance level, indicating limited success. As statistical
analysis had already suggested that not all constructions were
easily distinguishable, the focus shifted to pairwise classifica-
tion for a more nuanced understanding.

Figure 3: accuracy, recall, f1 score for every pair of construc-
tions classification.

The results(Fig.3) showed that cause-motion vs. resulta-
tive and ditransitive vs. transitive pairs had low classification
accuracy(the chance level accuracy is 0.5), reflecting the min-
imal differences observed in the statistical tests. In contrast,
the ditransitive vs. resultative pair showed the highest accu-
racy, reinforcing the earlier finding that these constructions are
more distinct in terms of neural responses.

Conclusion

This study demonstrates that the brain distinguishes between
abstract grammatical constructions, particularly in the object
role and the alpha frequency band, during auditory sentence
comprehension. These neural differences were most pro-
nounced between transitive and resultative constructions. The
observed object-based effects mirror findings in large lan-
guage models, such as BERT, where object token embed-
dings exhibited the most discriminative power for differenti-
ating ASCs (Ramezani, Schilling, & Krauss, 2025). These
converging results from brain and model data strengthen the
view that both biological and artificial systems encode con-
structional structure in a graded and feature-sensitive man-
ner, offering promising avenues for bridging neurolinguistics
and computational modeling.
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