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Abstract

Predictive processing is fundamental to speech percep-
tion, yet how priors shape neural representations at dif-
ferent hierarchical levels remains debated. Here, we in-
vestigate how humans combine expectations about what
another person is going to talk about, i.e., speaker-
specific semantic priors, with ambiguous sensory inputs.
Using a combination of stimulus reconstruction models,
representational similarity analysis, and single-trial en-
coding models of EEG responses, we show two comple-
mentary processes of speaker-specific semantic priors:
sharpening of low-level acoustic representations, pulling
them towards the expected acoustic signal and that pre-
diction errors only at higher levels of the neural hierarchy,
signaling semantic surprisal. Critically, speaker-specific
priors were not applied when incoming words clearly de-
viated, indicating flexibility as a function of their relative
likelihood. Together, these findings provide evidence for
a unified theory of predictive processing in the brain in
which priors enhance both expected and unexpected in-
formation at different levels of the processing hierarchy.
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Introduction

High-level priors, such as semantic expectations, are widely
believed to generate low-level predictions to facilitate percep-
tion (Friston, 2010; de Lange et al., 2018). However, how
these priors interact with novel sensory input at a mecha-
nistic level remains unclear (Aitchison & Lengyel, 2017; de
Lange et al., 2018). Hierarchical predictive coding (hPC) sug-
gests that the brain emphasizes unexpected input through
prediction error signals (Blank & Davis, 2016; Heilbron et al.,
2022; Caucheteux et al., 2023; Millidge et al., 2021), while
Bayesian theories propose that predictions enhance expected
features through sharpening (Kok et al., 2012; Jaramillo &
Zador, 2010). These views are often seen as conflicting, but
may in fact reflect complementary processes operating at dif-
ferent levels of the neural hierarchy (Press et al., 2020).

To test this hypothesis, we conducted a series of prereg-
istered experiments, where participants (N; = 35, N, = 35)
were cued with one of six speakers and asked to iden-
tify acoustic morphs between two words (e.g., sea-tea), of
which only one was semantically coherent with the speaker.

Speaker-specific feedback reinforced consistent semantic as-
sociations (e.g., speakerioq: tea, speakerpaire: s€a). Thus,
while the acoustic signal remained constant, prior expecta-
tions varied by speaker cues. We recorded neural responses
via electroencephalography (EEG). An independent, prereg-
istered validation study (VN = 40) controlled context-free per-
ception of morphs.

In real time, we estimated speaker-specific (i.e., one
prior per speaker) and speaker-invariant (i.e., one prior
across speakers) semantic priors by fitting multivariate Gaus-
sian distributions over preprocessed semantic embeddings
(Pennington et al., 2014; Raunak et al., 2019) via free-energy
optimisation (Bogacz, 2017). These priors allowed us to gen-
erate acoustic and semantic predictions from the current con-
text and examine their influence on neural responses.
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Figure 1: A We tested two forms of semantic priors: Speaker-
invariant priors (one prior over all speakers) and speaker-
specific priors (one prior per speaker). B On a mechanistic
level, prior expectations may either pull neural representations
of incoming words towards expected signals (sharpening) or
repel them away (prediction error).

Speaker-specific priors guide perception

Participants reported the word that was in line with the
speaker-specific prior (GLMM, B=1.64+0.12,z=13.11,p=
2.71 x 107%%), and this influence increased with exposure
(B=0.4340.03,z = 12.77, p = 2.41 x 10~%7). These results
show that listeners used speaker-specific priors to interpret
ambiguous sensory signals.



Priors sharpen acoustic representations

To examine the content of sensory representations, we trained
stimulus reconstruction models (Crosse et al., 2016) on EEG
data to reconstruct spectrograms from neural responses to
morphs. First, we confirmed reconstruction success (one-
sample t-test, r = 0.06 = 0.02,7(34) = 17.06,p = 8.96 x
10*17). To test how semantic priors influence the representa-
tion of morphs at the acoustic level, we computed sensory rep-
resentational similarity matrices (RSMs) (Kriegeskorte, 2008)
between reconstructions and the corresponding clear words
across the different speaker contexts:

f(/4:/|food, /si:/)

f(/4:/|nature, /si:/)
RSM(m1) = [ 10/ food, /)

(/-i:/|nature, /ti:/)

Here, f denotes cosine similarity, n is the morph index, and ¢
is time. We then constructed hypothesis RSMs based on 1)
baseline acoustic similarity, 2) top-k prior-weighted acoustic
predictions, and 3) semantic embeddings of priors and corre-
sponding clear words.

Encoding models revealed significant modulation of sen-
sory RSMs by both speaker-invariant and speaker-specific
acoustic predictions (invariant-baseline: ¢(34) = 22.40, p =
1.47 x 10729; specific-baseline: #(34) = 25.12, p = 4.04 x
10~%2).  Specific predictions outperformed invariant ones
(t(34) = 4.18, p=2.11 x 1073), and their contributions were
additive (both-specific: #(34) = 15.03, p =2.35x 10~!3; both-
invariant: 7(34) = 17.87, p = 1.33 x 10~!7). Semantic RSMs
failed to improve encoding (all # < —2.19), suggesting sharp-
ening at the acoustic level.
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Figure 2: We encoded representational similarity of recon-
structed morphs and corresponding clear words. A Only
acoustic RSMs boosted encoding of sensory RSMs. The ef-
fects of speaker-invariant and -specific predictions were addi-
tive. B Coefficients revealed a positive relationship between
speaker-specific acoustic predictions and sensory RSMs,
suggesting a sharpening of sensory representations.

Critically, model coefficients revealed a significant cluster
of positive values for speaker-specific acoustic predictions

(p < 8.00 x 10~%) from 165—1000ms post-stimulus, support-
ing a sharpening mechanism wherein priors pull neural repre-
sentations toward expected acoustic features.

Prediction errors at higher levels

To test for additional information theoretic prediction errors,
we used single-trial encoding of broadband EEG (Crosse et
al.,, 2016) with surprisal computed from wav2vec2.0 activa-
tions (Baevski et al., 2020). These representations were pro-
jected into a 5D subspace, with transformer layer 12 selected
independently via back-to-back decoding (King et al., 2020).

Only speaker-specific semantic surprisal improved model
performance (semantic-baseline: #(34) = 5.33, p = 1.90 x
107>). Temporal knock-out analyses revealed a significant
effect from 150-630ms (p < 1.80 x 1073), suggesting pre-
diction errors occurred at higher levels such as phonemes or
semantics, but not at the acoustic level.
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Figure 3: A Single-trial encoding revealed only speaker-
specific semantic surprisal to improve model fit, indicating
that prediction errors emerged at higher levels of processing.
B Knock-out analysis of coefficients revealed significant vari-
ance explained by speaker-specific semantic surprisal around
150-630ms, in line with higher level processing.

Flexible deployment of priors

In a final task, participants identified degraded unmorphed
words that were highly congruent or incongruent with a given
speaker’s prior, without feedback.

Participants were overall slower to respond to incongruent
trials (LMM, B = 0.12+0.02, t = 6.86, p = 7.85 x 10712).
In congruent trials, response speed scaled only with speaker-
specific prior probability (EMTs, = —0.11+0.01,7 = —9.19,
p = 1.12 x 1071%); this was not observed in incongruent trials
(B=—-0.014+0.01, r = —0.85, p = 0.39).

Encoding mirrored this pattern: Only speaker-specific sur-
prisal improved encoding in congruent trials (¢(34) = 8.39,
p =3.39 x 10~%), while only invariant surprisal mattered in in-
congruent ones (¢(34) = 3.03, p = 1.88 x 10~2). This double
dissociation of specificity and congruency demonstrates that
listeners deploy and discard priors dynamically as a function
of contextual plausibility.



Conclusion

Listeners use speaker-specific semantic priors during speech
perception and apply priors flexibly, depending on contextual
congruency. Critically, these priors reveal two complementary
underlying processes: they sharpen low-level acoustic rep-
resentations and generate prediction errors at higher levels.
Together, our findings reconcile sharpening and prediction er-
ror computations within a unified Bayesian framework that de-
parts from more traditional theories of hierarchical predictive
coding (Press et al., 2020).
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