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Abstract

How do people mentally represent visual art, and how do
those representations relate to aesthetic value? The learning
theory of aesthetic valuation suggests that the aesthetic ap-
peal we feel from engaging with visual objects is an affective
signal for learning, and thus depends on how those objects re-
late to what we know about the visual world. Yet this theory is
hard to test, given the difficulty of directly measuring the rele-
vant aspects of an observer’s internal perceptual models. We
outline a behavioral and modeling paradigm for training ob-
servers in a visual artwork training task and, in parallel, tuning
deep neural networks (DNNs) to serve as proxies for inter-
nal representations. Here we show that the task successfully
modulated observer’s knowledge and internal representations
about a set of artworks, and we explore how architecture and
training target affect the ability of DNNs to capture salient as-
pects of human observers’ behavior.
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Introduction

Aesthetic value judgments are a core aspect of cognition, yet
the psychological mechanisms supporting aesthetic valuation
are poorly understood.

Stimulus-driven (or “universalist”) approaches to aesthetics
seek to identify stimulus features (e.g. symmetry, contour) that
affect everyone’s experience in the same way (see (Vessel,
Ishizu, & Bignardi, 2022) for a review). In contrast, we take an
“interactionist” approach, which acknowledges that not every-
one responds to the same stimulus in the same way (Vessel,
Maurer, Denker, & Starr, 2018): it is important to consider how

a particular stimulus interacts with a particular observer. This
approach seeks to understand the internal, subjective con-
structs that mediate between the internal processing of a stim-
ulus and expressed aesthetic value.

The learning theory of aesthetics (Van de Cruys, Frascaroli,
& Friston, 2024; Biederman & Vessel, 2006) suggests that
aesthetic value is an affective learning signal that is funda-
mentally personal: how an object impacts a viewer depends
on how that object relates to what a person knows about the
visual world: is it familiar? Is it unique?We hypothesize that
aesthetic value is highest for stimuli that are on the edge
of what a person knows in a ”"zone of learning” (Metcalfe,
Schwartz, & Eich, 2020): relatable to what we know, but of-
fering the promise of learning something new.

Testing this theory requires measuring the relevant aspects
of a person’s internal model of the visual world, which in turn
depends on their personal biography of visual experience.
These internal models are highly detailed and hierarchically
structured, and thus not possible to assess directly.

Here we present ongoing work that seeks to combine a cat-
egory learning task with machine learning to create proxies for
internal representations which can then be used to test and re-
fine a theory for how internal aesthetic value judgments relate
to internal representations.

Embedding Artworks in a Similarity Space

In a first phase, we used DreamSim (Fu et al., 2023), a DNN
optimized to align with human similarity judgments to embed
106,112 images of artworks from wikiart.org packaged for
download on Github (Ushio, 2024) into a 1,792-dimensional



latent vector perceptual similarity space. In initial explorations,
the similarity space for a subset of 8800 artworks was further
reduced to 500 dimensions using principal components analy-
sis (PCA; capturing 85% of the variance) and visualized using
tSNE (van der Maaten & Hinton, 2008) in 2 dimensions. This
resulted in a highly structured space, with paintings clustering
by artist and art movement and the degree of intermixing re-
flecting differences in the confusability of artists (e.g. highly
similar impressionists, distinctive surrealists).
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Figure 1: 2-dimensional stimulus space for category learning.

Identification of Two Artists for Category Learning

Through inspection of local regions of this space (using PCA
with 2 dimensions) we identified two artists (Henri Martin, Al-
fred Sisley) whose paintings occupied neighboring regions of
the similarity space but were largely separable by a boundary
between them. One PC axis discriminated the two artists and
a second captured parallel variance in content. The paintings
from these artists were then split into two halves, producing a
stimulus space with 4 quadrants. Paintings on the wrong side
of the classification boundary were removed and the set was
further reduced to 100 paintings per quadrant (Fig. 1).

Behavioral Effects of Category Learning

In a second phase, N=24 human participants were trained to
distinguish between the two artists. Half the participants were
trained on the top half of the space, half on the bottom. Train-
ing consisted of four blocks of 90 trials, plus additional "catch”
trials to assess learning. Each trial began with a fixation point
(1 s) followed by two images side-by-side, one from each artist
(6 s) with the names of each artist underneath.

In a subsequent test session (different day), participants
viewed 80 artworks (20 from each quadrant) and made four
judgments in separate blocks: familiarity ratings (Block 1);
uniqueness ratings (Block 2); categorize paintings by artist
(plus confidence judgment, Block 3); ratings of aesthetic ap-
peal (Block 4). Artworks from the two training quadrants could
be images shown during training (20 total) or novel "indepen-
dent, identically distributed” images (lID; 20 total). Artworks

from the generalization quadrants were “out-of-distribution”
stimuli (OOD; 40 total).

Participants successfully learned to categorize artworks by
artist (Fig. 2a; average accuracy 82% for training set) and
generalized to novel stimuli (76.5% for |ID artworks; 72.7% for
OOD artworks). Importantly, performance was worse close to
the category boundary, a hallmark of category learning. Par-
ticipant ratings of familiarity and uniqueness (Fig. 2b) were
affected by training: familiarity decreased with distance from
the training region (not shown) and novel OOD artworks adja-
cent to the train/generalization boundary were rated as more
unique. This shows that training did indeed lead to a change
in how observers represented the stimuli.

In turn, aesthetic ratings were correlated with ratings of
uniqueness (r = 0.33; Fig. 2c), yet also mildly positively corre-
lated with ratings of familiarity (r = 0.15).

Tuning DNNs using the Same Paradigm

In a third phase, DNNs pretrained to perform object recog-
nition were fine-tuned using the same artworks as human
observers. We trained models with 2 different architec-
tures, VGG16 (Simonyan & Zisserman, 2014) pretrained on
ImageNet-1k (Deng et al., 2009), and ConvNeXtV2 (Woo et
al., 2023) pretrained using masked auto-encoding style self-
supervision on the images (but not labels) of ImageNet-21k
(Russakovsky et al., 2015). Both networks were fine-tuned
using two different targets and loss functions: 1) classification
by artist name using cross-entropy loss, and 2) the signed
distance to the category boundary derived from the 2D PCA
reduction of DreamSim embeddings.

Both architectures with both training targets successfully
learned to categorize by artist, generalizing to [ID and OOD
stimuli (Fig. 2d). Training on distance to category bound-
ary led to more humanlike performance than training on artist
alone. Current work is focused on identifying metrics derived
from these personalized DNNs that reflect human ratings, and
on using them to predict human performance.

Conclusion

By embedding real artworks into a human-aligned similarity
space, we constructed a paradigm for systematically modify-
ing human observers’ knowledge about a set of artworks and,
in parallel, tune pre-trained DNNs with the same stimuli. We
see evidence that training created a "zone of learning” adja-
cent to the training region in which familiarity and uniqueness
are higher than for stimuli further away. This is a promising
direction for studying highly subjective mental states that are
dependent on individual learning histories.

Acknowledgments

Thanks to Sunil Ale, Edwarné Woodley-Gift, Luis Morales, Au-
gust Miller and Michael Grossberg. Funding sources: Am.
Psych. Assoc. Div. 10 Micro-Grant, PSC-CUNY Award,
Google Arts & Culture sponsorship, CUNY JFRASE.



a b
100 10
=~
2875 A 15
© [«5}
N S
S © 50 S 50
o S R=3
23 5
IS5 S %5
01l 00
—train 00 05 10 15
-~ 1ID Distance from Distance from
~-00D Category Boundary Train/Generalization Boundary

d Artist Dist to Categ
Boundary
1000 ¢ o o )
=~ A a B o train
22 a5
® = ~ 1ID
N 2
S5 8 %o = 00D
3
I 2 925
.S 900
0001 *
0.00

0.25
Uniqueness Rating

0.50 0.75 1.00

Figure 2: a) After training, human participants generalize categorization to independent, identically-distributed (1ID) and out-of-

distribution (OOD) artworks, with poorer performance closer to t
artworks that are near the training set. ¢) Ratings of aesthetic valu
artist category or distance to category boundary perform very well
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