Finding Modularity in Large Language Models: Insights from Aphasia Simulations
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Abstract

Recent large language models (LLMs) excel at complex
linguistic tasks and share computational principles with
human language processing. However, it remains un-
clear whether their internal components specialize in dis-
tinct functions, such as semantic and syntactic process-
ing, as seen in humans. To explore this, we selectively
disrupted the components of LLM to replicate the be-
havioral patterns of aphasia—a disorder characterized by
specific language deficits resulting from brain injury. Our
experiments revealed that simulating semantic deficits
akin to Wernicke’s aphasia was relatively straightforward,
whereas reproducing syntactic deficits characteristic of
Broca’s aphasia proved more challenging. These re-
sults highlight both parallels and divergences between
the emergent modularity of LLMs and the human lan-
guage system, offering new insights into information rep-
resentation and processing in artificial and biological in-
telligence.

Keywords: aphasia; large language model; modularity of lan-
guage processing

Introduction

Prior research on aphasia has revealed that language pro-
cessing in the brain follows a modular organization (Dronkers
& Ivanova, 2023). Aphasia, an acquired language disorder
caused by brain damage, disrupts abilities such as language
production, comprehension, or repetition (Goodglass, 1993).
Different subtypes of aphasia have been identified, each asso-
ciated with specific brain regions and unique linguistic impair-
ments. Two well-known subtypes are Broca’s aphasia (Broca,
1861) and Wernicke’s aphasia (Wernicke, 1874). Broca’s
aphasia is marked by significant difficulties with syntax, partic-
ularly in constructing and understanding complex sentences.
In contrast, Wernicke’s aphasia is characterized by fluent but
non-sensical speech, resulting from deficits in semantic pro-
cessing. In addition to these two subtypes, there exists a more
severe subtype known as Global aphasia. This condition is
characterized by widespread impairments at the lexical, se-
mantic, and syntactic levels (Kemmerer, 2022, ch.2).
Although extensive neuropsychological research supports
the modular structure of the human language system, state-
of-the-art large language models (LLMs), such as GPT-4
(OpenAl et al., 2023), DeepSeek-V3 (DeepSeek-Al et al.,
2024) and LLaMA-3 (Grattafiori, Dubey, Jauhri, et al., 2024)
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Figure 1: Overview of the analysis pipeline. Transcribed
speech from the "Cookie Theft” picture description task was
collected from aphasics and healthy control and compared to
outputs from the lesioned VisualCLA model. The model was
lesioned at the individual layer, self-attention head, and pa-
rameter levels. Model outputs were evaluated using BLEU-1
and BERTScore to quantify their similarity to aphasic speech.

are often treated as monolithic systems (Qiu, Huang, & Fu,
2024). In this work, we employ the open-source multimodal
LLM Visual-Chinese-LLaMA-Alpaca (VisualCLA; Cui, Yang, &
Yao, 2024; Yang, Pan, & Cui, 2023) to conduct a picture de-
scription task, a common diagnostic tool for assessing apha-
sia (Goodglass & Kaplan, 1983). We systematically disrupted
individual layers, self-attention heads, and key parameters
within VisualCLA’s text model to replicate language deficits
similar to those seen in human aphasia (see Figure 1 for an
overview of our analysis pipeline).

Methods
Aphasia dataset

We used an existing aphasia dataset (Bi et al., 2015;
Han et al., 2013) comprising a total of 51 aphasics (15
females, mean age=48.084+12.15 years, mean education
levels=12.81+3.7 years) and 43 healthy controls (21 females,
mean age=49.3+10.7 years, mean education level=13.7£3.8
years). All participants were right-handed native Mandarin
speakers. Based on the Aphasia Battery of Chinese (Gao
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Figure 2: Distribution of parameters identified as critical for simulating behaviors associated with different aphasia subtypes.
Each square represents the top 1% of parameters within a submodule that exhibited the greatest gradient change during fine-

tuning.

et al., 1993), the 51 patients were further categorized into 16
cases of Broca’s aphasia, 11 cases of Wernicke’s aphasia,
24 cases of Global aphasia. We analyzed the participants’
behavioral outputs from a picture description task, in which
participants viewed the black-and-white “Cookie Theft” image
(see Figure 1) from the Boston Diagnostic Aphasia Examina-
tion (BDAE; Goodglass & Kaplan, 1983) and provided a verbal
description of its contents.

Simulating aphasic behavior by lesioning model
components

To simulate aphasic behaviors, we systematically disrupted
specific components of the text model in VisualCLA, targeting
individual layers, attention heads, or parameters within spe-
cific submodules. The text model of VisualCLA comprises
32 layers (excluding the embedding layer), each containing
32 self-attention heads. We systematically disrupted individ-
ual layers or attention heads and analyzed their effects on
the model’s performance during the “Cookie Theft” picture de-
scription task.

In addition to lesioning individual model layers and self-
attention heads, we also disrupted individual parameters
within each submodule of the text model of VisualCLA. Specif-
ically, we fine-tuned the model using outputs from the control
group and evaluated the relative impact of each parameter by
analyzing the magnitude of their gradient changes, following
the methodology described by Z. Zhang, Zhao, Zhang, Gui,
and Huang (2024). We identified the top 1% of parameters for
each of the 224 submodules. Each of these top-performing
parameters was lesioned, and the model’s outputs were col-
lected for the “Cookie Theft” picture description task. We
evaluated whether these lesioned models exhibited language
deficits resembling recognized aphasia subtypes using BLEU-
1 (Papineni, Roukos, Ward, & Zhu, 2002) and BERTScore
(T. Zhang, Kishore, Wu, Weinberger, & Artzi, 2020).

Results
Lesioning individual layers and self-attention heads

Lesioning either a single layer or a self-attention head re-
sulted in output more similar to Wernicke’s aphasia. The mean
BLUE-1 (0.09£0.05) and BERTScore (0.63+0.03) comparing
the lesioned models and Wernicke’s outputs averaged over all

layers were significantly higher than those for Broca’s (BLEU-
1: 0.06+0.03; BERTScore: 0.60+0.02) and Global aphasia
(BLEU-1: 0.08+0.02; BERTScore: 0.57+0.01).

Lesioning individual parameters

Out of the 224 submodules, disrupting the top 1% of high-
impact parameters in 16 submodules generated deficits akin
to Broca’s aphasia, while disrupting 5 submodules aligned
with Wernicke’s aphasia and disrupting 3 submodules gener-
ated outputs similar to Global aphasia (see Figure 2). A larger
number of submodules required for a given aphasia subtype
suggests greater difficulty in reproducing that specific deficit,
as more parameters in the model needed to be disrupted.

In contrast to the large lesion size typically associated with
Global aphasia in human cases, we found that it was the easi-
est to simulate in lesioned models, requiring disruption of only
the top 1% of parameters from three submodules. A closer
analysis of the model's output suggests that these parame-
ters may play a critical role in encoding Chinese characters, as
their removal led to the generation of random symbols such as
’t—OOO}’. On the other hand, Broca’s aphasia, the most preva-
lent aphasia subtype in human cases, proved the most diffi-
cult to replicate in lesioned models, requiring the disruption of
parameters across 16 submodules. Wernicke’s aphasia was
also easier to simulate, requiring lesioning parameters from
only 5 submodules.

Discussion and Conclusion

In this study, we systematically disrupted components of a
LLM and compared the resulting behavioral deficits to those
observed in Broca’s, Wernicke’s and Global aphasia. We
found that lesioning specific components of LLMs could repli-
cate behaviors characteristic of different aphasia subtypes.
However, while semantic deficits as seen in Wernicke’s apha-
sia were relatively straightforward to simulate, syntactic im-
pairment characteristic of Broca’s aphasia was more challeng-
ing to replicate. These results highlight differences in how in-
formation is represented and processed within LLMs, as well
as the training objectives that guide their language task per-
formance.
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