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Abstract

Gaze understanding is suggested as a precursor to
inferring intentions and engaging in joint attention,
core capacities for a theory of mind, social learning,
and language acquisition. As Vision Language Mod-
els (VLMs) become increasingly promising in inter-
active applications, assessing whether they master
this foundational socio-cognitive skill becomes vi-
tal. Rather than creating a benchmark, we aim to
probe the behavioral features of the underlying gaze
understanding. We curated a set of images with sys-
tematically controlled difficulty and variability, eval-
uated 111 VLMs’ abilities to infer gaze referents, and
analyzed their performance using mixed-effect mod-
els. Only 20 VLMs performed above chance, with still
low overall accuracy. We further analyzed 4 of these
top-tier VLMs and found that their performance de-
clined with increasing task difficulty but varied only
slightly with the specific prompt and gazer. While
their gaze understanding remains far from mature,
the patterns suggest that their inferences are far dif-
ferent than merely stochastic parroting. This early
progress highlights the need for mechanistic inves-
tigations of their underlying emergent inference.

Introduction

To function effectively in human social environments, ar-
tificial agents should be able to understand gaze. This
foundational socio-cognitive skill likely bootstraps later
social learning and cognitive development (Csibra &
Gergely, 2009) and is necessary for natural human-
artificial intelligence interactions. This demand for gaze
understanding motivates us to look at how well Vision
Language Models (VLMs; OpenAI, 2024; Gemini et al.,
2024, inter alia) can infer gaze referents from static visual
cues, a basis of more advanced gaze understanding.
VLMs are subjects of particular interest for this study be-
cause they possess emergent capacities that are poorly
understood compared with other technologies, like com-
puter vision expert models. By systematically manipulat-
ing variables in the evaluation stimuli, we aim to test four
hypotheses:
• Angle effect : VLMs find it harder to follow the gaze in

images taken from a side view of the person than a
front view.

• Proximity effect : As referent candidates get closer,
VLMs find it harder to infer gaze direction.

• Choice effect : As the number of objects increases
(from 2 to 4), the performance drops at a rate greater
than the baseline of choosing answers randomly from
choices (which drops from 50% to 25%).

• Bias: VLMs exhibit biases such as a preference for a
particular viewing angle (left vs. right), specific referent
objects, or individual actors.

Figure 1: Three examples from stimulus set with differ-
ent Angle. The task is to choose the object the actor is
looking at among the given options.

Experiment Settings

Materials

The stimulus pool has 900 stimuli. Each stimulus is a
photo of an actor seated at a clean table with 2 to 4 ob-
jects (”referent candidates”) placed on it, as in Fig. 1.
The following variables are controlled:
• Candidates: The specific set of objects on the table

as referent candidates, among 18 combinations of 9
objects.

• Actor: 2 actors, either actor X or actor Y.

• Angle: 3 camera angles, two showing the actor’s left
and right profile, and one facing the actor front-on.

• Proximity: On a scale from 1 to 3, where 3 represents
the highest proximity (i.e., smallest distance) between
Candidates.

• #Candidates: The number of Candidates on the ta-
ble, from 2 to 4.

VLM Representative Screening

To find the top-tier VLMs for larger-scale evaluation and
finer-grain analysis, we first evaluated 111 VLMs by pre-
senting each VLM with every stimulus once. Among the
most performant ones, four are chosen for further anal-
ysis: GPT-4o-2024-08-06 (OpenAI, 2024), Gemini 1.5
Pro 002 (Gemini et al., 2024), Qwen2.5-VL-72B-Instruct
(Qwen et al., 2025), and GLM-4V-9B (GLM et al., 2024).

Method

We repeat each test stimulus 11 times and construct
the prompt based on a uniformly sampled template from
a pool of 12 templates, allowing the same stimulus-
prompt pair to appear multiple times, as the same VLM
could produce varying responses. The prompt includes
a multiple-choice question with choices being Candi-
dates in a randomized order. Each of the four repre-
sentative VLMs is presented with this set of evaluation
cases, resulting in a total of 4 × 900 × 11 trials. Using
the reasoning-model-friendly pipeline developed in Duan
et al. (2024), responses are first matched to options (A,
B, C, or D) using manually defined templates, followed
by a finer matching using a language model if template
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Figure 2: Summary of accuracy vs. proximity between
referent candidates on the table and the perspective an-
gle, aggregated across 4 chosen VLMs. The dark red
dashed line is the expected accuracy of 0.42 if choosing
uniform-randomly from the choices. 95% confidence in-
tervals are depicted in black.

matching fails. Trials with unresolvable outputs are man-
ually reviewed and excluded if they cannot be catego-
rized. The evaluation procedure used in representative
screening is almost the same, except that each stimulus
is only presented to a VLM once.

Analysis

With all the evaluation results collected, we performed
the one-portion z-test and found that only 20 VLMs per-
formed significantly better than chance (E(Accuracy) =
42%,α = .05). All four representative VLMs (GPT-4o,
Gemini, Qwen, and GLM) perform well above chance
(all z > 9, p < 10−16) but still below an accuracy of 55%.
Their aggregated results are shown in Fig. 2. Preliminary
trends suggest the Proximity effect and Angle effect (es-
pecially in high-proximity trials), motivating fine-grained
analyses.

We mean-centered Proximity and #Candi-
dates and fitted separate mixed-effect logistic
regression models for each representative VLM
(n = 9854,9898,9900,9900 trials, respectively, after the
drop of invalid trials), as the statistical model with the
best fit may not be the same. We use StimulusID to
denote the index of stimulus from 0 to 899, PromptID
for the index of prompt template from 0 to 11, and
Accuracy for the binary correctness of a trial.

Gemini The model for Gemini is Accuracy ∼
Angle + Proximity + #Candidates + (1|StimulusID) +
(1|PromptID). This model includes the maximal random
effect structure among those that successfully converge.
ANOVA comparison shows that removing either random

intercept significantly worsens the fit (p = 2.2× 10−16

and p = 9 × 10−3, respectively). Although adding
potential random effects like Actor and Candidates
results in divergence, we observed slight performance
variation across PromptID, with a small variance of
.024. This contrasts with Gupta et al. (2024)’s previous
finding that VLMs’ gaze inference performance depends
largely on the prompt.

As expected, the model reveals a Proximity effect (p=
.0002). In contrast, the Angle effect is not significant:
performance does not differ when the actor is viewed
from the left or right compared to front-facing (p = .22
and .46, respectively). This pattern holds even when the
model is restricted to trials with higher proximity levels
(Proximity = 2 or 3). We also observe a Choice ef-
fect : as #Candidates increases, performance not only
declines (p < 10−10) but also declines at a steeper rate
(z = 4.5, p < .001) than what it would have been if a
baseline machine chooses randomly from the options,
derived from the slope to #Candidates in an analytic lo-
gistic regression of expected accuracy.
GPT-4o, Qwen, and GLM The model for Gemini is
also the most appropriate model for Qwen. In contrast,
the best random effect structure for GPT-4o and GLM
includes both StimulusID and Actor as random inter-
cepts, indicating performance varies with the specific
gazer. Notably, Qwen does not exhibit a significant Prox-
imity effect (p = .16), while both GPT-4o and GLM do
(p < .001 and p = .004, respectively). All three models
show a robust Choice effect (p < .002 for all), and none
show a Angle effect (p > .18 for all).

Discussion and Conclusion

We found that 91 out of 111 VLMs failed to perform bet-
ter than chance at identifying the object a person is look-
ing at in an image, even when the options are named.
We thus focused our analysis on four VLMs that out-
performed chance. By systematically manipulating vari-
ables in the evaluation stimuli, we observed that changes
in camera angle from front to side view did not affect
performance. However, most VLMs showed clear de-
clines in accuracy as the proximity between candidate
objects or the number of choices increased. Contrary to
expectations of brittle behavior, performance varied only
slightly across prompts and gazers.

These characteristics of their behavior match with
what an imperfect but meaningful gaze inference algo-
rithm might show, suggesting that the emergent compu-
tation VLMs perform is moving toward meaningful infer-
ence, as opposed to just “stochastic parrots” or approx-
imate retrieval (Kambhampati, 2024), calling for mecha-
nistic investigations into their underlying inference.
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